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Abstract

This report describes the design of a UNIX file system
interface for the Camera Object Management System (OMS),
an extensible, fully object-oriented environment comparable to
Smalltalk. The interface was developed to let the UNIX
system act as a user-interface to the OMS, and to be able to run
existing UNIX tools from within the OMS. Via the interface,
users are presented with a file tree which in actual fact is
generated from objects and attributes stored in the OMS.
Manipulating the tree implies sending messages to OMS
objects.

The design uses the NFS protocol for client-server
communication and is based on a user-level NFS server that
connects to multiple OMS processes. Essential in the
architecture is that we do not impose one particular mapping
from OMS concepts (objects, etc.) to a file tree. Instead,
multiple of such mappings (or views) can be defined within
each OMS. Furthermore, it is possible to switch dynamically
between views.

In this report we discuss our design goals and describe the major
components of the system. In addition, we give some examples
of how object-oriented concepts in the OMS can be accomodated
in a UNIX file tree, by describing some of the sample views
that we have defined.



1. Introduction

From a user’s perspective, the UNIX file system can be viewed as a naming service and user
interface to user-level and system-level objects. Originally [Thom?78], devices were the only
system objects represented in the file tree. More recent work in this area, e.g. in the context
of the “research” version of UNIX [Hume89] and Plan 9 from Bell Labs [Pike90, Pres91], has
demonstrated how entities such as processes, windows and network connections can be
successfully represented by file trees.

Controlling resources via a file system does not imply that the resources themselves are
stored persistently on disk. Instead, they can be accessed using a file system interface: the
state of the resource is represented in files and directories. The user accesses and controls the
resource via the standard file system operations (open, read, etc). These are propagated by
the user’s (operating) system to a server that implements the resource.

The main advantage of using the file system as an interface to resources is uniformity. Users
and programmers do not need to learn different programming interfaces or commands to
access or control diverse operating system concepts. Once they know how to deal with the
file system, they can control the execution of processes, manipulate windows, etc.

Project goals

This report describes our experience in developing a UNIX file system interface for a non-
traditional, user-level resource: an extensible Object Management System (OMS). The OMS
is a truly object-oriented system, bearing much similarity to Smalltalk [Gold85]. It is part
of the Camera system [Flor92], a distributed software development environment.

Within the OMS data is represented as objects, which are instances of classes. Objects have
attributes which are values of basic data types, while references among objects are
modelled using relations. Functionality is modelled through methods associated with
classes; methods are invoked by sending messages to objects. The OMS is extensible in that
users can (dynamically) add new objects, classes and methods. Also, the OMS provides
built-in derivation management for functional methods. It maintains a cache for
invocations of such methods and minimizes the amount of recomputation necessary.

Our main objective in this project was to achieve a high degree of integration between an
existing, unmodified UNIX environment and the Object Management System. This is
reflected in the three major design goals.

Firstly, we wanted to use the the UNIX file system, and the existing suite of tools such as
editors and browsers, as an end-user interface to the OMS. From this perspective it is
necessary that all the concepts of the OMS (objects, classes, message passing, instantiation)
can be represented as a file-tree or as operations on that tree.

Secondly, we wanted to be able to invoke (non-interactive) tools such as compilers or text-
formatters from within the methods defined on OMS-classes and to let these tools fetch
their data from objects stored in the OMS. Thus, the OMS should be able to present a file-
tree image that is compatible with the regular UNIX file-tree, since these tools have
(semi-) hard-wired assumptions about path names.

Finally, as a specialization of the second goal, we wanted to be able to let some of these
tools be treated as side-effect-free functions from the viewpoint of the OMS. Only the net
end-results of tool executions should be visible; creation and removal of temporary files,
should not be propagated to the OMS. This would allow the built-in derivation
management functionality of the OMS to be used on existing tools.



Outline of the approach

Our solution is, technically speaking, simple and straightforward. For practical reasons,
we use the NFS protocol [Sand86, Inc89] as the interface between the UNIX-file system and
the OMS, effectively turning the OMS in a special, user-level NFS server. Thus, each
distinct OMS is mounted on a special place in the client’s UNIX file-tree and the NFS
operations are turned into OMS messages sent to OMS objects.

Though basically simple, the overall design contains some architectural aspects that are of
interest. Instead of having a single, static mapping from OMS concepts to a UNIX file-tree,
we have introduced a view mechanism which, in essence, provides user-level control over
this mapping. Thus, by programming a view into the OMS, a user can specify how the
mapping should take place. Each OMS can contain several view definitions, and multiple
instances of each view can be active in the same OMS. Furthermore, the model allows client
processes to dynamically switch between views.

Obviously, we have experimented with the view mechanism to see how information in the
OMS can be best be presented as file trees. For example, we have introduced a view that
maps the super-class relation among classes into a file tree where each class maps to a
directory, while a different view provides access to the definition of a class, i.e. the
definition of its attributes and methods. Another view maps any OMS object onto a
directory, while the object’s attributes and the methods that can be invoked on it are
represented as files in that directory. Method invocation is modelled by reading the file
associated with the method, while arguments can be passed by writing them in a argument
file that is also associated with the method.

In order to obtain functional behaviour from tools we reuse another piece of file system
technology. The Translucent File Service (TFS) [Hend88] provides the ability to isolate
changes to an existing file-tree in a separate file tree. By placing a TFS instance between
the UNIX client and the OMS for the tool that is invoked, we can collect the changes made
by the tool in a TFS change-layer, and return the changes after the tool execution has
completed. This aspect is further discussed in [Soep93].

About this report

The remainder of this report discusses the design of the file system interface in some more
detail. Section 2 presents the Camera OMS and section 3 discusses our design goals. Section 4
outlines the technology involved when providing a file system interface for a resource.
Section 5 discusses the basic integration of NFS and OMS, while section 6 discusses the
notion of views. Section 7 describes some example views and section 8 illustrates the
concepts by an annotated example. Finally, section 9 provides conclusions.



2. The Camera Object Management System

The Camera system [Flor92, Lipp92a] is a software development environment aimed at
supporting cooperative work in loosely coupled infrastructures, i.e. situations where
network connections are not permanently available or are too slow to allow for transparent
integration.

A Camera system can host multiple development activities, each of which has its own,
private workspace. These workspaces are self-contained repositories: they contain all the
data and tools necessary to do the work. There are no references to anything outside the
workspace from within it. Workspaces are fully isolated from one another. When working
within a particular workspace a user is not affected by activities in other workspaces.
Workspaces are, as a whole, subject to versioning. Distinct states of the workspace contents,
called snapshots, are saved by the system for later reference [Lipp91].

The Camera system has a two-level architecture, i.e. there are two levels on which
information is stored and functionality is represented. The top-level - called the Album -
contains and controls the workspaces, the snapshots and other information pertaining to the
development process, while the workspace (or more accurately, its current snapshot)
contains the data under development. Both the Album and the workspaces have the same,
object-oriented data model as defined by the Object Management System.

The Object Management System

The Camera OMS data model is truly object-oriented. Data is stored as objects which have
a system generated, world-wide unique identifier. Objects are instances of classes which
define the structure of objects by listing their attributes. Attributes can store values of
various primitive data types (e.g. integer, longfields, symbol). Since the OMS is used as
part of a development environment, objects are relatively coarse-grained entities, e.g.
pieces of soure code or documentation.

Associations among objects are not modelled through object-pointers but through (n-ary)
relationships. Relationships are tuples in a relation and can also contain primitive values.
The functionality that manipulates and transforms the data in an OMS is represented as
methods associated with classes. The basic interaction paradigm is message passing: users
send messages to objects to invoke behaviour.

The OMS is extensible. Users can define new classes, relations and methods on the fly.
Classes can inherit from (multiple) existing classes. Methods can be defined using an
external language; in the current implementation they can be defined in Elk, a small and
extensible implementation of Scheme. More dynamics can be added by using triggers -
which invoke an action when certain conditions become true — and through (partially)
computed relations, where a script determines which tuples make up a relation.

Finally, the OMS is modelled in itself. This means that meta-concepts such as classes,
relations and methods are objects, while other meta-concepts are represented in specific
relations (e.g. instance-of, method-of). This provides a uniform interface to the system:
adding new definitions is done by sending messages to these meta-objects. These (meta)
classes and relations are depicted in figure 1.

The basic data model for the Album and the Workspace OMS is the same. This is also
reflected in the implementation. Each active Album and Workspace is a separate process
using the same basic engine. However, the differences between the two levels become
apparent in a number of built-in classes and relations that only exist on the Album level.
They represent system concepts such as workspaces and snapshots that do not occur in the
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Figure 1: The basic OMS class structure

Workspace OMS. Another difference between the two levels is that the Workspace OMS
provides built-in facilities for derivation management [Lipp92b].

Derivation management in the Workspace OMS

The Workspace OMS provides built-in support for derivation management. A derivation
manager keeps derived values (such as the compiled form of a program source) up-to-date
with the values on which these values depend (e.g. the source code, the compiler, include
files, search paths, options, etc.). The main role of a derivation manager is to optimise the
amount of computation involved (mostly by caching previously computed values).

In Camera, derived values are modelled as the result of invocations of functional (i.e. side
effect-free) methods. The derivation manager caches - in a hidden cache - the results of
such invocations and also tracks all dependencies for a given derived value. This is done by
logging all attributes that are accessed and other functional methods that are invoked
during the computation. The dependency information is made visible in a system-
maintained (read-only) relation. Whenever some part of the Workspace OMS is changed,
some cached derived values may have become inconsistent. Re-computation of such values
and further propagation of changes (either on demand or immediately) is then necessary.
Propagation stops whenever the end-result of a computation is the same.

There are several advantages of combining the derivation management with the
(implementation of) the Workspace OMS. First, users do not have to specify derivations
and dependencies explicitly in some separate file as is the case with tools like Make
[Feld79]. In the OMS one only specifies the methods that compute derived values and
associates these with the relevant class. Since dependency tracking is implicit and
completel the system guarantees that derived values are always consistent with all their
inputs. There is no chance of forgetting implicit dependencies on things like options and
tools. Furthermore, propagation of changes does not depend on criteria such as the last-
modification time. If a re-computation results in the same outcome (as when a comment is
changed in a source file), propagation stops. Finally, making the dependencies visible in a
system-maintained relation allows for new applications such as risk analysis for changes.

IDependency tracking is complete because the OMS is self-contained .



3. Why a File System interface?

Although the OMS is conceptually very simple - basically it is just a virtual machine with
one instruction: send a message to an object - it provides a lot of diverse functionality. Thus,
providing a proper user-interface for the system is not an easy task.

Of course it is possible to build a customized interface. In fact we have developed several of
these. The simplest one is comparable with the UNIX “shell”. It is a Scheme interpreter
extended with functions to connect to OMS processes and to send messages to objects in these
OMS'’s. The second one is an Emacs mode, which connects to an OMS process and allows the
user to navigate through the OMS and browse and modify its contents. Finally, we have
designed a graphical browser for the OMS [Scha92].

It would be an interesting alternative however, if users could use an existing and familiar
model (i.e. the UNIX file system) to access the OMS. This would allow them, in principle
at least, to use their existing user-interface repertoire, including command interpreters,
editors and graphical browsers, to control and interact with the OMS. Needless to say, this
would make the Camera system much easier to adopt, less complex, and applicable in
different environments with different local conventions.

Invoking tools from methods

Since the OMS (especially the workspace OMS) is used as a repository in a software
development environment, it stores the usual software artifacts such as source-code and
documentation. Obviously, much of the functionality needed to manipulate and transform
such artifacts (compilers, formatters, linkers) is already present in the host-environment.

Of course, it would be possible to rewrite these tools to into methods on the appropriate
classes within the OMS. We decided however that it would be more practical if we could
invoke such existing tools from within methods. In principle this could be done by executing
the tools in their normal UNIX environment and using wrappers to get the results from
UNIX back to the calling method. However, this would require detailed insight into all
tools used in this way. Furthermore, it would not make it possible to use the built-in
derivation management functions in the OMS for these tools, since access on dependents (e.g.
reading an include file) would not go through the OMS. By having a file-system interface,
however, we do not have these disadvantages. Tools access a UNIX tree that is actually
stored within the OMS.

The goal to apply the OMS derivation management to existing tools like compilers,
complicates things slightly further. These tools must not only fetch the data they use from
the OMS, but, viewed from the OMS, they must also have functional behaviour. Many
tools, such as a compiler, are conceptually functional: they take a file as input and produce
a result. However, viewed at the file system level they are not functional, because they
create and remove temporary files. In order to make these tools functional from the OMS
perspective, these temporary files should remain hidden. Only the net-results of a
computation, together with the references to non-temporary data, should be seen.



4. File System Interfaces

Implementing a file system interface for a resource requires several pieces of functionality
(see also figure 2). First we need a mechanism to redirect or map resource specific file
operations to functions implemented by a server for that resource. This implies that the
client system must be able to determine which elements in the file tree belong to a
particular resource and to decide which operations should be propagated. In principle,
these are orthogonal design decisions that could be treated distinctly. Within the UNIX
environment, these issues are (commonly) solved by extending the basic model of multiple
file systems and mounting with a virtual file system interface and a file system switch
[Wein84].

The basic unit of interest is that of a file system, a self-contained, acyclic and rooted graph.
By mounting the root of one file system on top of a particular point in another file system we

omsid 1
OMS-NFS server OMS
Process
System Calls demux
mount e
omsid 2
Virtual FS Interface
1 OMS
local NFS Process
| 4 RPC

@ NFS Protocol

Figure 2: Architecture of the OMS-NFS Server Model

construct one name space consisting of multiple file systems. The virtual file system
interface is a sort of abstract data type describing the expected functionality of a file
system (implementation). All the relevant system calls are mapped to this interface. The
file system switch allows us to provide distinct implementations of this interface for
different kinds of file systems. One obvious implementation is to map the operations of the
file-system interface to disc. Another interesting implementation is to propagate the
operations to a (possibly remote) server using a particular protocol. By connecting an
instance of this file system type to a particular server and by mounting the file name space
provided by that server into the client’s existing name space, the client’s users can access
the server via a sub-graph of their file name space.

While most current UNIX systems follow this general model, there are substantial
differences on aspects such as the design of the virtual file system interface and the
interaction model and protocol used between client and server. A discussion of these issues
falls outside the scope of this report, although some points are mentioned in the conclusions.



NFS

For practical reasons - such as availability and the possibility (in principle) to create a
user-level server - we decided to adopt Sun’s NFS [Sand86] model to implement the
interface to the OMS. This means that the client and server interact via remote procedure
calls using Sun’s RPC architecture [Inc88]. The operations that the server needs to
implement are described in the NFS protocol specification [Inc89].

A key aspect of the NFS model is that it is stateless. The server does not have to maintain
any information about client connections. Each NFS call contains all the information needed
to perform the operation. Another important point is that file-names are parsed and
translated on the client system. This implies that servers never carry out lookup operations
on complete path names, but only resolve one level at a time.

The primary concept in the working of the NFS protocol is that of a file handle. It is given
by the server to the client to identify a particular node in the server’s file system. The
client does not interpret file handles. Instead it passes the file handle to the server when it
wants certain operations to be performed on that node. When mounting the server’s file
system, the handle of the root node is returned.



5. Connecting NFS to OMS

The result of the choice for NFS is that an OMS process must act as a (user-level) NFS
server. It must handle the incoming remote procedure calls, and unpack and map these into
message sends to objects in an OMS.

Obviously, a machine can run many different OMS processes at any given moment in time.
The objective is that each of these OMS’s can be present in the client’s file name space, and
that the operations on a tree corresponding to a particular OMS process are in fact
propagated to that server. Unfortunately, NFS does not provide this indirection; all NFS
operations for mount points originating from a particular machine are propagated to the
same communication port on that machine.

This problem can be solved by separating the NFS server functionality from the actual
OMS processes, and by letting the server do the de-multiplexing, using an identifier for
OMS processes encoded in file handles. This is illustrated in figure 2. The OMS-NFS server
is mounted on a particular point in the file tree (say, the directory / oms) and it propagates
operations on its sub-trees to the OMS processes.

In order to do the de-multiplexing, the NFS-server must have a mapping from names for
OMS processes (used by clients as names occurring in the directory /oms) to their
communication ports. This can be done by letting the OMS processes register with the OMS-
NFS server, who stores their names and communication ports in a tableZ. The available
OMS processes can now appear as sub-directories of /oms using the names maintained by
the OMS-NFS server. Furthermore, an identifier for the OMS process must be encoded in
the file handles of the entries in /oms, and in the file handles for their sub-nodes, so that
the OMS-NFS server can propagate the operations to the correct process.

In order to cross the boundary between NFS-OMS server and an OMS process, we need an
object-identifier of an OMS object to which NFS operations (e.g. a lookup) can be sent. In
principle, each OMS process could have one special object that performs this function.
However, we have followed a different approach, leaving the choice for the object to the

user. The object-identifier must be encoded in the file-name. So, the user process uses a file
name like:

/oms/oms-id/object-id

to identify an OMS object (identified by object-id) of the chosen OMS (identified by
oms—id). This two level scheme is also reflected in the file handles. For now, a file handle
for an object in an OMS is represented by a tuple <x, y> where x represents the OMS process
and y represents the object-identifier of an object within the OMS.

When the client system resolves such a file name, the following steps takes place. The
OMS-NFS server is confronted with a “lookup” call whose arguments are the file handle
for /oms and the name oms-id. It returns a file handle <x, nil> in which the oms-id and a
special object-identifier (nil) are encoded. Then, the OMS-NFS server receives a lookup
call on this handle together with name object-id. It return a new handle <x, y> where y
is the encoded object-identifier. After that, any calls with a valid <x,y> pair are
forwarded to OMS x, and sent to the object identified by y.

2A problem with this approach is that it makes it slightly more difficult to have multiple
incarnations of the OMS-NFS server, since the OMS processes then have to be known by all
these servers. A possible alternative is to use the OMS process’s communication port
numbers as their names.



6. File-system views in the OMS

Having decided on a general model for connecting the file system and the OMS, there is but
one major issue left: how should we map the information in the OMS into a file tree?

The expected use of the system imposes some constraints on this issue. From the end-user
perspective all the information in the OMS (objects, attributes, relations, etc.) should be
accessible through file and directories. In particular, OMS concepts that have no
equivalents in the UNIX file system (e.g. sending messages to objects) should somehow be
accommodated. On the other hand, use of tools like compilers requires that we can generate
the image of a regular UNIX tree (assuming that the relevant information is stored in the
OMS).

Given this, which entities in the OMS should be represented as directories and files in the
tree? One obvious choice would be to map OMS objects to directories and use the OMS
directory-relation for generating a name space. The various attributes of objects could then
be mapped to files. However, we could also use the sub-class/super-class and instance-of
relationships to build a graph of classes mapped to directories and objects mapped to files.

Even from these simple examples it is clear that no single mapping of OMS to a file name
space would match all our needs. So we need a mechanism to allow several of these
mappings (or views) to co-exist within one OMS.

Managing multiple views

Distinguishing between different views is very simple and can be implemented within the
OMS. It simply implies adding an extra level of indirection to the file handle. We assume
that a view is represented by an object in the OMS which implements the various NFS-
calls according to the semantics of the view type (defined in an OMS class). Reaching the
view-object is simple, we can use a path-name like:

/oms/oms-id/view~-object-id

as indicated earlier. We now however need to distinguish objects within views. Thus, we
have to extend the file handle with an additional field, to encode the identifier of an
object within the particular view. So, we now have a tree-tuple <x,y,z> as a file handle,
where x identifies the OMS process, and y and z identify the view and an object within the
view. The OMS-NFS server forwards the operations to OMS object y, passing z as an

additional argument. As before, the handle of the “root directory” of view y is defined by a
“nil” value for z .

Switching between views can be implemented easily also. The only thing that has to
happen is that a file handle is returned (e.g. after a lookup) in which the view identifier
is replaced by some other. By keeping the object identifier the same, we can even
dynamically switch views on the same object. Presenting view-switching to the user must be
done by the views. In our current model we use special names (see below).

10



7. Sample Views

This section some of the views that we have defined. The next section shows how the
various views can be used in practice.

The Object View

This view works on a single, arbitrary object. Within this view, the object is a directory,
while its attributes are presented as files. Reading and writing these files accesses or
changes the value of the corresponding attribute of the OMS object. The directory is read-
only, since the user cannot add or remove attributes to OMS objects. For write operations, the
view must check for the correct syntax of values, i.e. they must represent syntactically
correct Scheme values.

Methods that can be invoked on the object are also represented as files. These files are
read-only, and reading them gives the result of invoking the method. Methods that require
arguments are also accommodated. For each such method, a writable file with suffix
“_args” is defined and maintained (by the view object). The file is used to store the
arguments for a subsequent reference to the method.

To implement this view, we need an extra field in the file handle that allows us to
distinguish between the various attributes and methods. This field is added and
maintained by the NFS methods on the view.

The Class View

The Class View is comparable to the Object View in that it focuses on a single OMS object.
However, as the name suggests, this object should be a class (an instance of class Class). The
Class View provides access to the class definition.

The class is represented as a directory. Method definitions and attribute definitions that
are associated with the class are presented as files which can be read and changed. The
directory has read-write mode, which means that the user can create new files (but no sub-
directories). Such new files are mapped to attribute definitions or method definitions using
the OMS convention that method names start with colons. Again, this view uses an extra
field in the file handle to distinguish between method and attribute definitions.

The Class Graph View

This view provides access to all objects and classes in the OMS. It maps classes to
directories and instances to files (with exceptions made for dlass Class). The tree is created
using two relations maintained in the OMS: the “super-class” relation among classes and
the “instance-of” relation among classes and objects (see figure 1). Thus, the tree displays
the inheritance hierarchy among classes while also providing access to the instances. The
root of the graph is the class Object.

Each directory represents a particular class. Sub-directories are sub-classes of the class,
while files are instances of that class. The parent directory refers to the super-class. Since a
class can have multiple super-classes a directory can have multiple parents. To reach these
parents we use a naming scheme similar to the Portable Common Tool Environment [Boudss],
ie. we use names like ..1 and ..2 to refer to additional parents.

Every directory in the tree is readable and writable. Creating a new sub-directory implies
creating a new sub-class of the current class. Creating a new file in a directory means that a
new instance of the class is created. This requires that we maintain a (perhaps separate)
mapping of names to instances for each class.

11



8. Using the views

The following annotated script from the UNIX Shell shows the use of the views discussed
above from an end-user perspective. It also illustrates some points not discussed earlier. We
assume that the OMS process and the OMS-NFS server are activated, and that the OMS-
NFS server is mounted on the directory /oms. We start by using the Class-Graph-View to
navigate to class C-src which is a sub-class of Object3. Class C-src is used to describe objects
that contain a piece of C source code.

# Navigate to class C-src

> cd /oms/ghf—albuml/class—graph-view/Object/C—src
> 1s

>

As follows from the empty directory contents, class C-src has no instances or sub-classes. In
order to see the definition of class C-src, we switch to the Class-View on the same object.
Note that switching views is implemented in the view handlers. A name beginning with
‘@ is inspected to see whether it represents a valid view name or identifier. If so, the view
implementation returns a file handle with the view-part set to that view. Note also that
the view implementation has decided to hide these names from the directory listing.

# Inspect the Class View on the current object
> 1ls Q@class-view

:compiled :linked :prettyprinted contents
> cat Qclass-view/:compiled

>

We can see that class C-src defines one attribute (content s) and three methods
(:compiled, :linked and :prettyprinted). Reading the contents of the :compiled
file returns the definition (interface and implementation) of the corresponding method.

There are several ways to create a new instance of class C-src. One is to switch to the Object-
View on the class, and invoke the method :new. Since we are still in the Class-Graph
View, we use a different way; we simply create a file in this pseudo-directory.

# Create an instance of class C-src
> touch x

> 1ls
X
>

Note that in order to create named files (intead of generating names based on OMS object-

identifiers) we need to maintain a mapping of names to OMS objects within the view.

Now we switch to the object-view on the new instance, and put some C-code into the
contents attribute using any editor.

3We use symbolic names for object-identifiers and OMS-identifiers to reduce the visual
clutter.
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# Switch to object-view and do some work

> cd Robject-view@x

> 1s

:compiled :linked :prettyprinted
:compiled~-args :linked-args contents

> ed contents

>

In order to switch to the object-view we use the @view-id clause mentioned before. In
addition, we use the mechanism that if another name component beginning with @ follows
the view-id, it is interpreted within the old view, but the file handle returned is within
the new view. This is necessary here, since otherwise we would be in the object-view on
class C-src.

We can see now the attributes of the object and the invokable methods. As we can see, two
methods take arguments. Invoking methods is done by refering to the corresponding files. In
this example, the contents of the file : 1inked is the linked executable version of the
contents of C-src.

# Invoke some methods
> cat :prettyprinted

> ed :linked-args
> cat :linked

> :linked

:linked: Permission denied

> 1ls -1 :linked

~p--r--r-- 1 florijn staff 12345 Feb 17 11:23 :linked
> chmod +x :linked

chmod: Permission denied

>

Note that through the use of built-in derivation management, the contents of :1inked will
always be up-to-date with anything it depends on; not only the attribute contents, but also
indirect dependencies.

As can be seen from this example, methods are read-only. For the time being, modes of
entries cannot be changed yet, since they are not stored but generated on the fly. So, the only
way to execute the result of the link operation is by copying the value into a regular UNIX
file2. Furthermore, the modes are the same for owner, group and world. This is caused by
the fact that the OMS does not provide any permission model. The owner and group field of
all OMS file and directories is generated from the user-id and group-id of the OMS process.

The method : 1inked invokes the regular UNIX C-compiler on the C code stored in the
attribute contents. The outline of this method is as follows:

4Note that an alternative approach could be to give every object execute permission.
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method :linked(args: string)
{
x = send(Unix-View, new);
_..add self to x's Unix tree under some name /tmp/y.c
pid = fork():
if (pid == 0)
chroot (*/oms/omsid/x")
cd(™/tmp”) ;
execute (“cc y.c”);
}
else {
waitfor(pid);
...retrieve results of compilation out of x's UNIX
tree and return them

}

The method starts by creating a new instance of view-class Unix-View. We have not
discussed this view before, but basically, it mimics a standard UNIX File-Tree in the OMS.
In fact, we reuse the underlying UNIX tree, and simply create a mirror image of it with
references to the underlying files inside the OMS. We put the current object into that name-
space, using a generated name. The Unix-View will retrieve the contents attribute
whenever the file is referenced.

After creating the child process we do a chroot call to let the compiler see the UNIX tree
in the OMS. The parent process waits for the compiler to terminate and then retrieves the
results. These are in fact not stored inside the OMS, but are found in a TFS change layer
[Hend88]. The OMS supports mullti-threading, so while the parent process is waiting the
OMS process is ready to handle other calls (e.g. to retrieve include-files).
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9. Conclusions

This report has explored some of the aspects of integrating the UNIX file system with an
object-oriented system. We have considered two different angles: using the file system as an
end-user interface and using the OMS as a substitute of the file-system for existing tools
such as compilers.

The approach to integration described in this report meets the design goals discussed in
section 3. Via the view mechanism described in section 6 the user can define arbitrary
mappings of OMS concepts to UNIX trees. As a special case, existing tools like compilers can
be run on top of the OMS. In this report we have only indicated some of the possible
mappings from objects to files. Further study in this field could deliver more insights. A
fundamental mechanism like view-switching is likely to be necessary so that different
perspectives can be used in combination with each other.

From a slightly different angle, this project can be seen as an experiment in software
architecture. By exploiting concepts like file system types and file system protocols, we
have achieved our goals with minimum effort. Consequently, the implementation of the
system is extremely simple. It is based on radically stripped down version of a user-level
NFS daemon, and the addition of some classes to the OMS.

Although justifiable from a practical viewpoint, the choice for NFS has made life harder
for us, and introduced additional complexity to the system. First of all, a better description
of the NFS protocol, including the semantics expected by the client, is crucial to do the
kinds of experiments documented here.

There are also some architectural complications. Current NFS implementations do not
properly distinguish the concepts discussed in section 4. For example, they use NFS not only
as a file-system protocol, but also tie it directly to the NFS file system type. As a
consequence, our approach only works on systems on which no traditional NFS server is
active. In principle one can add a new file system type that uses the NFS protocol; this is
done by the loopback file system and the translucent file system. However this requires
kernel modifications. Even a simple model allowing users to add file-system types (similar
to adding device drivers) is not available.

An additional issue is that the existing NFS file-system type implementations we know of
do not distinguish between server instances. All NFS operations for a particular site are
forwarded to the same server address. The use of special servers for particular cases is not
supported, which forced us to do de-multiplexing in the OMS-NFS server.

While removing these limitations appears relatively trivial it would make the use of file

system technology as a means of integrating system a lot easier and give rise to many
interesting new developments.
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