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Abstract

Intelligent agents in the agent language 3APL are computational entities consisting
of beliefs and goals which make up their mental state. In this paper, we integrate
communication at the agent level into the language 3APL. Communication at the
agent level consists of communication between agents of their beliefs and goals. We
propose two pairs of communication primitives for agent level communication. The
semantics of these primitives are based on two distinct types of reasoning: deduction
and abduction. Deduction serves to derive information from a received message.
Abduction serves to explain facts and to find plans to fulfil requests. We illustrate the
use of these communication primitives for agents by means of an example concerning
agents negotiating about meeting schedules. An implementation of the multi-stage
negotiation protocol is presented. The implementation is both natural and concise
which illustrates the expressiveness of the communication primitives. We also discuss
the relation of our approach and approaches to communication based on speech act
theory.

1 Introduction

Intelligent agents in the agent language 3APL (pronounced “triple-a-p-I") are computation-
al entities consisting of beliefs and goals which make up their mental state. 3APL agents
are rule-based and use so-called practical reasoning rules to find plans for their goals, to
revise their goals, and to create new goals (cf. [9], [10]). In this paper, we integrate com-
munication at the agent level into the language 3APL. Communication at the agent level
consists of communication between agents of their beliefs and goals. We propose two pairs
of communication primitives for agent level communication. The first pair of communica-
tion primitives, tell and ask, are used to exchange information between agents. The second



pair of communication primitives, req and offer, are used to communicate requests and
offers between agents. We provide a clear and formal semantics for these communication
primitives. The semantics of these primitives are based on two distinct types of reasoning:
deduction and abduction. Deduction serves to derive information from a received message.
The use of deduction in the specification of the semantics of information exchange is simi-
lar to that of other communication primitives proposed in the literature (see in particular
[20] for such primitives in a constraint-based agent language). Abduction serves to explain
facts and to find plans to fulfil requests. A semantics based on abduction is provided for
the req and offer primitives and is the main contribution of this paper.

We illustrate the use of and the differences between the two communication primitives
in a multi-agent meeting scheduling example. Agents used for meeting scheduling need
to negotiate about meeting schedules. An implementation of the multi-stage negotiation
protocol ([4]) in 3APL is presented and is used by these agents to negotiate. The im-
plementation of the protocol in 3APL is both natural and concise, which illustrates the
expressive power of the agent programming language. Furthermore, we show how to imple-
ment semaphores, a facility to guarantee mutual exclusion, by means of the communication
primitives. We also implement a new operator for posting goals in the agent language.

We discuss our approach to communication and other approaches based on speech act
theory, like KQML ([11]) and FIPA ([7]). We argue that speech act theory should not be
viewed as a repository of many different speech acts for which computational equivalents
should be provided. Instead, we aim to keep the agent communication language as simple
and clear as possible, while maintaining that speech act theory may be useful for the
specification and verification of agent systems.

The paper is organised as follows. First, we give an overview of the agent language
3APL. Then we propose an extension of the agent language with the four communication
primitives mentioned above. The operational semantics of these primitives is specified in
a transition style semantics ([14]). We present an extended example concerning agents
negotiating about meeting times by using the multi-stage negotiation protocol (cf. [4],
[17]). Finally, we discuss our approach and other approaches to agent communication
languages based on speech act theory.

2 The Agent Language 3APL

In this section, we give an overview of the agent programming language 3APL for single
agents as proposed in [9].

2.1 Intelligent Agents

The beliefs of an agent are formulas from some logical language £. We assume that a
logical consequence operator, denoted by =, is associated with this language. Moreover,
we assume the logical language has associated sets of variables Var, terms T, and atoms At.
A substitution is defined as a set of bindings X/t such that X € Varand ¢t € T (cf. [12]).



Then we can define the notion of an answer: a substitution  is an answer for ¢ relative to
ao C Liff o = ¢ where pf denotes the formula obtained by simultaneous substitution of
variables X in ¢ by ¢t if X/t € 6. The function Free is a mapping from expressions to the
set of free variables occurring in that expression. A sentence in £ is a formula ¢ without
free variables, i.e. Free(¢) = @. For example, £ might be a first-order language and |= the
usual consequence operator for first-order logic. The logical language is the agent’s means
for representing its knowledge. The choice of the knowledge representation language thus
is not fixed by the programming language, but the programmer is free to choose the logical
language he prefers. However, for ease of exposition, we assume that the language is a
first-order predicate language.

Definition 2.1 (goals and basic actions)
Let B be a set of basic action symbols with typical elements b, b’, G be a set of goal variables

with typical elements G, G, and L be a first-order language. The set of goals £? is defined
by:

1. ifbeBand ty,...,1, €T, then b(t,...,t,) € LY,
2. At C LY,

3. if p € L, then ¢? € LY, and

4. if 7,7y € L9, then (715 m2), (71 + m2), (m1]|72) € LY,
5. G C L.

The basic actions b(1), simple (achievement) goals P(T), and the test goals ? are the
basic goals in the agent language. Basic actions are the basic means to achieve the goals of
the agent. In the mental life of an agent, basic actions cause changes in the agent’s beliefs.
Therefore, basic actions are defined as update actions or update operators on the belief base
of an agent. For example, the action ins(meet(Meetld, Time, Length, Location, Att)) inserts
the fact that a meeting Meetld will take place at time Time of duration Length at location
Location with attendants Aft in the belief base. The action del(meet(Meetld, Time, Length,
Location, Att)) deletes a scheduled meeting from the belief base. The atomic formulas
P(1) of the logical language are also used as simple (achievement) goals. They are useful
to specify more abstract goals to achieve a certain state and thus provide an abstraction
mechanism. The last type of basic goal, a test goal ©7, is a means for introspection for the
agent. Test goals can be used to inspect the belief base of the agent to see if a proposition
¢ follows from it.

The complex goals are compositions of basic goals, constructed by using the program-
ming constructs for sequential composition, nondeterministic choice, and parallel compo-
sition which are the well-known programming constructs from imperative programming.
This allows the specification of a sequence of goals 71; 79, disjunctive goals my + 75 by
means of nondeterministic choice, i.e. do either 71 or 7y, and conjunctive goals 7 ||m2 by
means of parallel composition, i.e. do both 7 and =.



The goal variables in the definition of the set of goals should be thought of as placehold-
ers for goals and not as actual goals. They are used to give the agent reflective capabilities
related to its goals. We refer the reader to [10] for a discussion and examples of these
capabilities. The notion of a substitution and the function Free are extended to also apply
to goals and goal variables. Free(w) returns the set of all free variables in a goal, and a
substitution # now may also include bindings /7 where G is a goal variable and 7 is an
arbitrary goal.

Definition 2.2 (practical reasoning rules)
The set of rules L? is defined by:

6. ifr,7" € L% and p € L, then 7 + ¢ | 7’ € L?,
T.ifreLand p € L thenm ¢ |,+ | 7€ LP.

Given a rule 7 < ¢ | 7', 7 is called the head of the rule, ¢ is called the guard of the rule,
and 7’ is called the body of the rule. Note that we allow rules with empty heads and empty
bodies.

An agent consists of a unique name, a set of initial beliefs, a set of initial goals, and a set
of rules. We assume a set of names A with typical elements a, b.

Definition 2.3 (intelligent agent)
An intelligent agent is a tuple (a,Ily, 09, I') where

e a is the name of the agent,
o Ily C L9 is a set of initial goals,
e 0o C L is a set of sentences from L, also called initial beliefs,

o I' C L7 is a set of practical reasoning rules, also called the rule base.

A mental state is a pair (II, o), where II C £¢ and ¢ C L, consisting of the goals and
beliefs at a particular moment during execution. II is called the goal base, o is called the
belief base. The goal and belief base are the only components of an agent that change
during execution of the agent. The PR-base of the agent is fixed.

The operational semantics of the agent language is defined by a Plotkin-style transition
system ([14]). Formally, a transition system is a deductive system which allows to derive
the transitions of an agent. A transition corresponds to a one-step computation. We will
also call a computation step an action which is the more natural term in the context of
agents. A transition system consists of a set of transition rules where each transition rule
consists of zero or more premisses and a conclusion. The set of transition rules associated
with each programming construct of the language is a specification of the meaning of that
construct. A transition system is an inductive definition of a transition relation —.



We use the notion of a labelled transition system. Labels are used to distinguish differ-
ent types of transitions. These distinctions serve several purposes. In this paper, labels are
primarily used because they allow an elegant modelling of communication. A distinction
is made between transitions labelled with 7 and transitions labelled with communication
labels. The label 7 is associated with completed actions of the agent, while the commu-
nication labels are associated with attempts to communicate (cf. also [13]). Later in the
paper another type of label is introduced to define the semantics of the post operator for
posting goals.

The transition relation associated with 3APL is a relation defined at several levels of
the agent system: (i) at the level of a goal of the agent, (ii) at the level of an agent, and
(iii) at the level of a multi-agent system.

The agent level in the language 3APL consists of the mental state of the agent, that is,
its goal and belief base. At this level, an agent may execute an action by choosing a plan
from its goal base and selecting an action to execute from this plan. An agent may pick
any plan in its current goal base that is enabled (can be executed), execute it, and update
its mental state accordingly. Alternatively, an agent may select a practical reasoning rule
which is applicable to a goal in its goal base and apply the rule to the goal. The latter
mechanism supplies the agent with reflective capabilities concerning its goals.

In the transition rule below, [ denotes a label associated with the transition. The 6
denotes a substitution or an answer that is computed by transforming goal #; to goal =/.
The answer 6 is associated with transitions at the goal level. The bindings in the answer
are passed to the remaining goal. This provides for a parameter mechanism in 3APL. The
set of variables V is used in the transition rule for PR-rule application and its purpose is
explained when this transition rule is introduced. Note that no substitution is associated
with a transition at the agent level: there is no parameter passing at this level.

Definition 2.4 (agent level)
Let V = Free(w;) and let § be a substitution.

(riyo)y —sg (n, o)

]
{0y s Tic1y Ty Tig1y ooy T by 0) — {0y oo Fic1, Tl Kig1y ooy Tu }, 07)

An agent is a multi-threaded entity. This means that an agent may have multiple goals
at the same time it is attempting to achieve. Transition rule 2.4 reduces a computation
step at the agent level in the conclusion of the rule to a computation step of one of the
goals of the agent (which occurs in the premiss of the rule). The premiss of the rule
transforms a single goal from the goal base and updates the belief base accordingly. The
other transition rules in this section deal with transitions at the goal level associated with
a pair (m,0) where 7 is a goal and o is a belief base.

A basic action is an update operator on the belief base. Given a set of beliefs a basic
action transforms this set into another set of beliefs, which is made formal in the execution
rule for basic actions. We assume a specification of the update semantics of basic actions
is given by a transition function T. A test ©7? is used to derive information from the belief



base. A test retrieves an answer # which can be passed on to other parts of the goal of an
agent. A test 7 can be executed only if an instance of ¢ can be derived from the belief
base. Moreover, it does not modify the belief base of an agent. The symbol F is used to
denote (successful) termination in the transition system. We identify £; =, E||x and 7| E

with 7. We also identify a goal base IT and 1T U {F}.

Definition 2.5 (exzecution rules for basic actions and tests)
Let 6 be a substitution restricted to the free variables of .

Tb(t,...,tn),0)=0' o b
(b(tr, ... tn),0)v —>o (E,0') (p?0)v ¢ (E,0)

Definition 2.6 (execution rule for sequential composition)

l
<7T1, J> vV —"¢ <7T1, J/>

]
(m1; T2, 0) v —g (7]; T2, 07)
Definition 2.7 (exzecution rule for nondeterministic choice)

i i
<7T170>V i <7T170-/> <7T?7U>V — <7‘—£70—/>

(T + 73,0)v —I>6 (m1,0") (w1 + m,0)v —l>9 (73, 0")

Definition 2.8 (execution rule for parallel composition)

(m1,0)y —+q (n},0") (m2, )y —3q (mh, o)

(mil|m2, o)y —4 (7} ||m28, 07y (mi||ma, o)y —g (10|17, o)

The transition rules of definitions 2.6, 2.7 and 2.8 are fairly standard (cf. [14], [9]).
The transition rules presented thus far deal only with the execution of a goal. In these
transition rules, a goal is transformed by the ezecution of either a basic action or test.
Another goal transformation method is goal revision by means of applying a rule to a goal.
In that case, the goal is deleted and the body of the rule is substituted for the old goal.

Definition 2.9 (application of rules)
Let 6 be a most general unifier for 7, 7', and v be a substitution restricted to the free
variables in .

| 7" €T and o £ pby 7' o |€'T and o | @b~y

<7T7J>V LW'V <7T//9’)/,O'> <7T70>V %9’1 <E70>

—@|m€ Tand o | b
(I, o) — (ITU {x0},0)




In the transition rules for PR-rule application, we have to make sure that no undesired
interference of variables in the PR-rule and the goal to which the rule is applied occurs.
Technically, this is taken care of by the set V' of free variables (which is introduced in the
transition rule 2.4 for the agent level). The free variables in a practical reasoning rule in
the set I' must be renamed such that the rule contains no occurrences of any variables in
V. We use an accent €’ to refer to this renaming. Further details can be found in [9].

2.2 Multiagent Systems

A multi-agent system is a system of multiple agents. Each agent has a unique identity
which distinguishes it from other agents. Agents may differ in various respects from each
other. They may have different expertises, different responsibilities and different tasks.

Definition 2.10 (multiagent system)
A mulliagent system is a finite set M = {A;,..., A, } of agents A;,..., A, such that any
two different agents have different names.

The parallel execution of a multi-agent system without communication is modelled by
interleaving. A multi-agent system can, similar to an agent, be viewed as a multi-threaded
system. The transition rule which defines a computation step of a multi-agent system
is very similar to the rule which defines agent execution. One of the agents is selected
for execution and the multi-agent system is updated accordingly. Note that there is no
label associated with the transition of the multi-agent system itself. There is no need to
distinguish any transitions at the multi-agent level.

Definition 2.11 (parallel execution of a multi-agent system)
Let {Aq, Ay, ..., A, } be a multi-agent system.

A; —— Al for some 1,0 < i <n
{A1,.. A A — {A AL ALY

3 Communication

At the multi-agent level, a new concern of how to manage the interaction of the diverse
agents arises. One of the ways to manage the interaction is by means of an agent com-
munication language. Communication involves two (or more) agents which interact by
exchanging messages. The exchange of messages between intelligent agents concerns their
beliefs and goals. In the agent communication language we propose, the messages that
are exchanged between agents are sentences from a shared logical language. It is the same
language which the agents use to represent their knowledge and was introduced earlier.
In the context of communication, this language is also called the content language. (The
requirement that agents need to share a content language may be generalised to the re-
quirement that a translation mechanism between different content languages is available;

of. [19].)



We introduce two pairs of communication primitives. The semantics of these primitives
is based on two types of reasoning: deduction and abduction. The first set of communication
primitives, tell and ask, is used to exchange information. The reasoning involved in this
type of communication is that of deduction. Deduction serves to derive information from
a received message. The second set of communication primitives, req and offer, is used to
make requests and to propose offers, respectively. The type of reasoning involved in this
type of communication is that of abduction. Abduction serves to explain facts and to find
plans to fulfil requests.

Our communication primitives are synchronous communication primitives. Synchronous
communication of messages involves the participation of both agents at the same time. This
means that the agents have to synchronise their communicative actions. Such a simulta-
neous communicative act of two agents is called a handshake. A handshake is an atomic
act, in the sense that it cannot be interrupted by other actions. Although synchronous
communication primitives may seem to have a number of disadvantages compared with
asynchronous communication primitives, these limitations are more apparent than real.
Asynchronous communication can be simulated by synchronous communication by using
buffers, for example. Also, it is quite natural at the agent level to have synchronous
communication.

The use of synchronous communication between agents implies that a question and an
answer, or a request and an offer, are exchanged simultaneously by the agents involved in
the communication. We call the agent that tells something to or requests something from
another agent the sender, and the other agent that replies with an answer or an offer is
called the receiver. In the sequel, we will see that this is a natural convention corresponding
with the computational burden on the receiver to ‘decode’ the message received.

3.1 Information Exchange

We first introduce two communication primitives for the exchange of information. The
semantics of these primitives is based on deduction. The exchange of information between
two agents involves the sending of a piece of information by one of the agents and the
receiving of that information by the other agent. Both parties must be willing to take their
respective roles. In particular, we can view the role of the receiving agent as the agent
asking for some information and only willing to accept messages which inform it about its
question. The burden is on the receiving agent to deduce by using the received information
the (unknown) information it asked for. Only if it is able to derive an answer to its question
from the message sent, the information will be accepted (and a handshake occurs).

It is important to make clear that the first two transition rules below for the tell and
ask primitive only specify virtual or attempted computation steps. Actual communication
between agents only occurs when the labels associated with the virtual steps match and
a handshake occurs. The precise conditions for actual communication are specified in the
third transition rule below.

The communicative action tell(a, ) is an action to send the message ¢ to agent a. We
require that ¢ is a sentence when tell(a, ) is executed, since it does not make sense to send



indefinite information to another agent when an attempt is made to inform that agent.
That is, any free variables occurring in a tell(a, ¢) action in a plan of an agent must have
been instantiated by parameter passing before the formula ¢ can be communicated. The
empty substitution @ is associated with the transition of tell since the sender receives no
information. The transition is labelled with a!; to indicate that an attempt of sending of
information ¢ to agent a is being made. The exclamation mark ! indicates that a message is
being sent, while the subscript 7 indicates the type of communication, namely information
exchange.

Definition 3.1 (rule for tell)

@ is closed

(tell(a, @), 0)v 2%, (E, o)

The communicative action ask(a, 1) is an action of posing a question ¢ to agent a. In
this case, the question ¥ does not have to be a sentence, but may contain free variables.
The free variables indicate what the question is about. An answer to the question is a
substitution # which grounds . The requirement that # grounds ¢ means 6 is a complete
answer. The answer @ is the information the agent deduces from the message ¢ of the
sender a and its own beliefs o (there may be more than one possible answer, in which
case the agent has to select one). The answer is deduced by computing which 6 satisfy
o U [ 0. The computational burden thus is on the asking agent. In the transition rule
for ask, the question mark 7 in the label indicates that the asking agent is the receiving
agent. The subscript ¢ in the label indicates that the communication concerns information
exchange.

Definition 3.2 (rule for ask)
Let 6 be a substitution restricted to the free variables of 1.

8 is closed

(ask(a, ), o)y 8y (B, 0)

Remark 3.3 By relaxing the requirement that 6 grounds the question ¢ and only requiring
that € provides an answer for question v, the possibility of providing only partial answers
would be allowed. From a programming perspective, however, we believe that partial
answers only complicate the programming task. Moreover, similar, though not quite the
same behaviour, can be obtained by existentially quantifying variables in the question.

In Figure 1, the communication of information between two agents is illustrated. The
sending agent A, which is the agent using the communicative action tell(B,¢), commu-
nicates to agent B the proposition p. When this proposition is received by agent B and
that agent has a matching ask(A,v) indicating that it is willing to communicate with A,
agent B uses the received information to compute an answer to its question. The received
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Figure 1: Information exchange by means of deduction

proposition ¢ and the current belief base of agent B are inputs for a deductive system,
like for example Prolog, and the deductive system is given the question  as a goal, which
means it should attempt to compute an answer for . In case the deductive system suc-
ceeds, it outputs an answer §. The answer is used in further computations of agent B.
The deductive system also indicates whether it succeeded or failed. This information is
(implicitly) communicated to agent A (an accept is sent in case of success, a reject in case
of a failure).

An act of simultaneous information exchange between two agents (a handshake) occurs
when both agents address each other and the sending agent provides the information from
which the receiving agent is able to deduce an answer to the question it posed to the
sending agent.

Notation 3.4 If M is a set of agents and A is an agent, the notation M, A is used to
denote the union of M U {A}.

Definition 3.5 (rule for synchronous information exchange)
Let A= (a,ll,,0,,1',) and B = (b,11;,04,1';) be two agents such that a # b, and let M
be a (possibly empty) multi-agent system such that A ¢ M, B ¢ M.

AMA’,BG?—“Z;BlandU[’U@Fd}
J/\/t’A’B—)./M,A’,BI

Example 3.6 As a simple example, consider two agents John and Roger which are going
to a meeting to discuss a paper. Three simple questions agent Roger could ask agent John

10



concerning this meeting are “Where do we meet?”, “Who do we meet?” and “When do
we meet?”. The corresponding questions can be asked in the agent language, respectively,

by:

ask(john, meet(paper,10 : 00Fri, 1 : 00, Location, [john, roger, mark]))
ask(john, meet(paper,10 : 00Fri, 1 : 00, amsterdam, Att))
ask(john, meet(paper, Time, 1 : 00, amsterdam, [john, roger, mark]))

In response to each of these three questions John might send the following message to
Roger. This message provides Roger with the information that the meeting will take place
10am on Friday in Amsterdam together with John and Mark.

tell(roger, meet(paper, 10 : 00Fri, 1 : 00, amsterdam, [john, roger, mark]))

Notice that we do not require sending agents to be honest when they tell something to
another agent. One reason for this is that we want to keep the semantics of our primitives
as simple as possible. Another reason is that from the perspective of speech act theory one
could argue that sincerity conditions concerning the mental state of the agent should not
be part of the (semantic) definition of speech acts (cf. [2]). For example, if agent a is lying
to agent b that ¢ is the case, agent a can still be described as informing or telling agent b
that @. Moreover, it is possible to define a communication primitive inform by using the
primitive tell which only succeeds in case the sending agent believes what it tells.

Example 3.7 (honest information exchange)
An honest communication primitive inform is defined by:

inform(a,p) = »7; tell(a, )

Although the inform action first performs a check on the belief base to see whether or
not the message @ is believed, there is no guarantee that the agent still believes ¢ at the
moment of sending the message. The reason is that an agent is multi-threaded and the
defined action inform is not atomic. As a consequence, some other goal of the agent may
have interferred and caused a change in the belief base of the agent after performing ¢?
but before communication by means of tell has taken place. However, if no other goal of
the agent interrupts the execution of the defined primitive inform by changing the belief of
the agent that ¢ is the case, then the primitve inform succeeds only if the agent believes
what it tells.

4 Requests

The second pair of communication primitives allow agents to make requests and offers in
reply to requests. The semantics of these primitives is based on abduction. We distinguish
two types of requests. A request to establish a state of affairs and a request to explain an

11



observation. It is expected from the receiving agent to make an offer which satisfies the
request.

Abduction is sometimes paraphrased as reasoning from an observation to an explana-
tion, or alternatively, from an effect to a cause. In a communication setting, where more
than one agent is involved, abduction can be used to specify the semantics of requests
and offers made in reply. As in the case of information exchange, we introduce two new
communication primitives req and offer. The primitive req corresponds to a request and the
primitive offer corresponds to an offer. The basic idea for the semantics of these primitives
is that abductive reasoning can be used by the offering agent to provide a cause that would
establish an effect which is desired by the requesting agent. Abduction reasoning thus not
only can be used to explain the past ([18]), but can also be used to provide a cause that
would establish a state of affairs.

More formally, abduction can be characterised as follows. Given a background theory
T, a set of conjectures or hypotheses H, and an observation o, the abductive problem is
to find an (instance of a) h € H such that T Uh |= 0 and T U h is consistent (cf. [15],
[6]; this is the strong notion of abduction). A number of requirements can be formulated
concerning the hypothesis h. In particular, the hypothesis is required to be a most specific
hypothesis which explains 0. The explanation A is said to cover o.

The communicative action req(a, ) is a request to agent a to cover ¢ in the formal sense
outlined above. The request should be definite, i.e. we do not allow the occurrence of free
variables in ¢ when req(a, @) is executed. That is, any free variables occurring in a request
must have been instantiated by parameter passing before the request can be communicated.
The requesting agent is not automatically informed of the offer the receiving agent a makes,
which explains the empty substitution @. In particular, the sending agent cannot infer that
its request (to establish something) will be carried out. This depends on the goals of the
receiving agent. It is (implicitly) acknowledged, however, whether or not the receiving
agent is able to make an acceptable offer. The symbol !, in the label associated with the
transition distinguishes requesting from information exchange. As before the exclamation
mark ! indicates that a message is being sent, while the subscript r indicates the type of
communication, namely requesting.

Definition 4.1 (rule for req)

@ closed

<req(a799)70->V Mz <E,O‘>

The communicative action offer(a,) is an action to make an offer ) in reply to a
requesting agent a. t© may contain free variables which indicate the range of offers the
agent is prepared to make. That is, by offering ¢ implicitly any instance of the free
variables in @ is offered. The offering agent needs to abduce suitable instances for these
free variables such that the request ¢ of agent a is covered. That is, the offering agent
needs to compute a substitution § such that o U 40 = ¢ where o is the belief base of
that agent. The computational burden thus is on the offering agent. In the terminology

12



introduced above, the belief base of the offering agent corresponds to the background theory
in the corresponding abductive problem; the request ¢ corresponds to the observation in
the abductive problem; and v is the hypothesis which the offering agent may use to cover
the request. There may be more than one instantiation of the free variables in the offer 9
which satisfies the request of agent a (this is a general characteristic of abduction). In that
case, the offering agent is free to choose according to his own preferences. The condition
that ¥ is closed in the transition rule below corresponds to the requirement that the agent
should make the most specific offer it is able to make. The question mark ? in the label
indicates that the offering agent is the receiving agent. The subscript r indicates that the
communication involves a request.

Definition 4.2 (rule for offer)
Let 6 be a substitution restricted to the free variables of 1.

1 is closed

(offer(a, 1), 0)v "5 (B, o)

Agent B

observation

»|ABDUCTION |

o

req(B, ¢)
SENDER

hypothesis
belief base Y

offer(A, )
RECEIVER

accept/reject

Figure 2: Requesting and offering by means of abduction

In figure 2, the requesting and offering between two agents is illustrated. The sending
agent A, which is the agent using the communicative action req(B,¢), communicates to
agent B the proposition . When this proposition is received by agent B and that agent
has a matching offer(A, ) indicating that it is willing to communicate with A, agent B
uses the received information to compute a most specifc instance of its offer. Recall that
an abductive problem consisted of a background theory 7', a hypothesis h and observation
0. To compute the instance, agent B uses an abductive system. The received proposition
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@ is inputted as the observation into this system. The current belief base of agent B is
inputted as the background theory. And the abductive system is asked to compute an
instance of hypothesis 1b. In case the abductive system succeeds, it outputs an instance
0. The instance 6 is used in further computations of agent B. The abductive system also
indicates whether it succeeded or failed. This information is communicated to agent A
(accept in case of success, reject in case of a failure).

A handshake between a requesting agent a and an offering agent b occurs when both
agents address each other and agent b is able to abduce a specific offer ¢» which covers the
request  of agent a. The offering agent should also believe that its offer is consistent given
what it believes to be true. This precludes the agent from offering too strong offers like the
absurd offer L (false) which would satisfy any request. The semantics of the primitives req
and offer does not specify that the offering agent is capable of actually achieving the offer
which is made in reply to a request to establish some state of affairs. This is analogous
to the fact that there is no honesty condition associated with the tell primitive. Note that
an agent which requests an explanation of some fact is implicitly informed of a failure of
the offering agent to offer an explanation since in that case the communication does not
succeed.

Definition 4.3 (rule for synchronous requests)
Let A= (a,ll,,0,,1',) and B = (b,11;,04,1';) be two agents such that a # b, and let M
be a (possibly empty) multi-agent system such that A ¢ M, B & M.

ABE N BEN B ol g and o U o
./M7A7B —>-/M7A/7B/

Example 4.4 As an example, consider again the meeting example concerning agents John
and Roger. A request of agent John for a meeting to discuss a paper with agent Roger at
10 am next Friday in Amsterdam would be the following.

req(roger, meet(paper, 10 : 00Fri, 1 : 00, amsterdam, [roger, john]))

Agent Roger might make the following offer to meet John together with Mark at any place
10 am next Friday:

offer(john, meet(paper,10 : 00Fri, 1 : 00, AnyPlace,[john, roger, mark]))

Given just this offer, it is not possible to find an instance of it that covers John’s request.
However, if agent Roger believes that a meeting with John, Mark and himself implies that
a meeting is held with John and himself, then this is possible. This belief is expressed by
the following clause, where subset is the usual subset relation:

(meet(Meetld, Time, Length, Location, SetAtt) A subset(SubAtt, SetAtt))
— meet(Meetld, Time, Length, Location, SubAtt)

If this belief is a belief of Roger, it is possible for Roger to abduce that offering a meeting
in Amsterdam will fulfil the request of John.
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The example illustrates the use of variables in the offer of the offering agent. On the
part of the offering agent a variable in an offer ¢ is an offer to satisfy any specific request
of the requesting agent concerning this parameter in the offer. In the example, the agent
offers to meet at any requested place. It does not mean, however, that the agent offers to
achieve every instance of its offer. That is, it does not offer the universal closure V1 to
the requesting agent. And neither would the requesting agent be satisfied by such an offer
in the meeting example (it does not even make sense to meet at all possible places at a
particular time). The requesting agent would like the offering agent to meet its request as
concrete as possible. This requires that the offering agent abduces a most specific instance
of its offer which satisfies the needs of the requesting agent.

Example 4.5 Agent Roger may update its agenda accordingly after making the offer to
John. The following goal would do. Note that the offer action calculates a binding for the
free variable AnyPlace which is passed onto the ins action.

offer(john, meet(paper,10 : 00Fri, 1 : 00, AnyPlace, [john, roger, mark]);
ins(meet (paper, 10 : 00Fri, 1 : 00, AnyPlace, [john, roger, mark]))

Suppose that Roger did not only offer to meet at any place but also at any time, but only
would meet its offer if the time of the meeting requested would be later than 11 am. The
following goal provides a corresponding plan in the agent language:

offer(john, meet(Meetld, AnyTime, AnyLength, AnyPlace, [john, roger, mark]);
IF AnyTime >=11:00
THEN begin
ins(meet(Meetld, AnyTime, AnyLength, AnyPlace, [john, roger, mark]));
tell(john, confirm(AnyTime))
end
ELSE tell(john, disconfirm)

The plan of Roger is to agree to the proposal for a meeting if the meeting time is later
than 1lam and otherwise to refuse the meeting proposal. In both cases, Roger is decent
enough to inform John of his decision.

Remark 4.6 By using the offer(a, ) primitive, the set of hypotheses associated with the
abductive problem in the semantics of synchronous requests is a singleton {¢}. It is, how-
ever, possible for communicating agents to use abductive problems in their full generality.
That is, it is possible to implement an action offer(a, H) where H is a set of hypotheses,
and the associated abductive problem is to find an instance of precisely one hyposthesis
that covers the request made by another agent. The more general communicative action
is implemented by

offer(a, {hy,..., h,) = offer(a, hy) + ...+ offer(a, h,)}
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Example 4.7 As an example of a request for an explanation, consider the use of the
request primitive for asking why-questions. For example, agent Roger might wonder why
John will go to Amsterdam next Friday. Since scheduled activities are reasons for agents
to be at certain locations, the request can be formulated by:

req(john, meet({course, paper, workshop}, 11 : 00Fri, amsterdam, [john])

In this example, we introduced a new notation for formulating requests. The expression
{course, paper, workshop} is a notational device denoting the possible explanations agent
John allows or thinks are possible. Such a request is not equivalent to a disjunctive request
made up of the three disjuncts corresponding to the alternatives. Aa disjunctive request
might trivially be explained by the disjunct itself, but the request of John is a request
to explain one of the alternatives indicated. It is equivalent, however, to the following
nondeterministic goal which is a request to either explain that John has a course to teach,
a paper to discuss, or a workshop.

req(john, meet(course, 11 : 00Fri, amsterdam, [john]) +
req(john, agenda(paper, 11 : 00 Fri, amsterdam, [john]) +
req(john, agenda(workshop, 11 : 00 Fri, amsterdam, [john])

Agent John might simply offer one of the three alternatives as an explanation. For example,
agent John could explain that it will go to Amsterdam because of a course it has to teach
there:

offer(roger, meet(course, 11 : 00 Fri, amsterdam, [john]))

The explanation, however, still needs to be told to Roger. The receiving agent is only
induced to explain the observation of the other agent. The agent could communicate how
it explains the observation by means of tell.

The use of nondeterministic choice to implement the notational device introduced in
this example is analogous to the use of choice to generalise an offer to a set of hypotheses
in the previous remark. The same notational device used in this example for a requesting
agent therefore can be used to make several offers.

Deductive and abductive semantics for communication primitives Because of
two properties of first-order logic, deduction and abduction are closely related to each other.
It is an easy consequence of the deduction theorem and contraposition, that o U ¢ = ¢
iff 0 U -t | - (cf. also [5]). However, the primitives cannot be defined in terms of
each other because of the consistency requirement in the semantics of the req and offer
primitives. The differences between the sets of primitives become even bigger if logics are
used in which either the deduction theorem or contraposition fails. For example, in logic
programming negation is interpreted as negation as failure, and contraposition fails.
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5 Meeting Scheduling

One of the interesting metaphores introduced in agent research, is to view programs as
intelligent agents acting on our behalf. For example, intelligent agents may perform routine
and tedious information processing activies in organisations on behalf of their users. One
of the applications one might consider using agents for is that of meeting scheduling.
Although meeting scheduling is a complex problem, some solutions have been proposed
in the literature (cf. [17]). One of the solutions proposed, is to implement distributed
meeting scheduling by using the multi-stage negotiation protocol ([4]). We show how to
implement the multi-stage negotiation protocol in 3APL. First, we design a set of plans
for two-agent meeting scheduling where only two agents need to agree on a meeting time.
Then we generalise this solution to multi-agent meeting scheduling for an arbitrary number
of agents.

The basic idea of the multi-stage negotiation protocol is to allow agents to negotiate
for several rounds to reach an agreement. One agent is designated as the host agent; it
is the agent who is trying to arrange the meeting with the invitees (a subset of the other
agents). Every stage of the negotiation protocol consists of two phases. The first phase
is the negotiation phase in which proposals and counterproposals are exchanged. In the
negotiation phase, the host starts by proposing a meeting time to all the invitees for the
meeting. In reply the invitees either indicate acceptance of the meeting proposal or they
counterpropose a later meeting time. The second phase is the evaluation phase in which
the host evaluates the counterproposals and selects a best proposal.

To guarantee that the negotiation will come to a conclusion, we make a number of
assumptions. First of all, we assume that all attendants of a meeting including host and
invitees always share a free slot of appropriate length in their agenda where the meeting can
be scheduled. Furthermore, the strategy of the host during the negotiation is to request the
invitees to counterpropose with the earliest meeting time consistent with their constraints
and preferences. We also assume that all scheduled meetings can be identified by unique
identifiers and that a new label which is different from all labels used to refer to meetings in
the multi-agent system is associated with the meeting that is being negotiated. The latter
requirement allows agents to identify the meeting which is negotiated and differentiate it
from already scheduled meetings.

More formally, the condition that all agents have a free slot at the same time of any
duration can be specified by (any free variables are implicitly universally quantified):

3 PosTime -Ya € A- PosTime > T N =B, (—~meet(Meetld, PosTime, L, Att))

The B operator is a modality for belief, indicating that the agent believes the proposition
following the operator. (We do not provide the formal semantics of this operator, which
remains for future work.) Note also that we dropped the argument corresponding to the
location of the scheduled activity. We assume that locations are not negotiated which
justifies leaving out the location argument in the sequel.
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5.1 Integrity Constraints Associated with Meetings

A number of integrity constraints need to be satisfied for a set of scheduled meetings to be
coherent. Therefore, we suppose that the integrity constraints listed below are part of the
belief bases of all agents. Of course, agents may have more integrity constraints associated
with meetings, in particular concerning the preferences of their users. Below, free variables
are implicitly universally quantified.

Constraint 1: Meeting Identifiers refer to unique meetings:

(meet(Meetld, Th, L1, Att1) A meet(Meetld, Ty, Ly, Atl2))

Constraint 2: The attendants of two overlapping meetings are disjoint sets of people:

(meet(Meetld1, Th, L1, Att1) A meet(Meetld2, Ty, Ly, Alt2) A
T1 S T2 < T1 + Ll A Meetld1 7£ Meet[d?)
— AUTIN A2 =@

Constraint 3: A meeting takes longer than 0:00 but less than 8:00 hours:

meet(Meetld, T, L, Att) — 0:00 < L <8:00

Constraint 4: There are no meetings scheduled between 18:00 and 8:00:

meet(Meetld, T') L, Att) — (T >8:00A T + L < 18 : 00)

5.2 Two-agent Meeting Scheduling

We first design a negotiation protocol for negotiation between two agents. In two-agent
meeting scheduling, one of the agents is the host and the other agent is the invitee. The
two-agent case is substantially simpler than the case where more than two agents are
allowed. The main reason is that in the latter case the host has to evaluate the proposals
of more than one agent and has to select the best proposal each round of the negotiation.
Because the host has to deal with more than one invitee, the synchronisation of rounds of
the negotiation is more complex.

The negotiation proceeds as follows. Each round the host requests the invitee to ac-
cept the proposed meeting time or to counterpropose the earliest possible meeting time
consistent with the constraints of the invitee. After the counterproposal has been made,
the host evaluates it. In case an agreement has been reached, the negotiation is ended and
a confirmation of the agreement is communicated to the invitee. In case an agreement has
not yet been reached, the host starts a new round in the negotation and counterproposes
with the earliest possible meeting time relative to the meeting time which was proposed by
the invitee and which is consistent with the host’s integrity constraints. We assume that a
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unique meeting identifier is available to the host, which has not been used to refer to any
other meeting to identify the meeting which is being negotiated.

To formalise the request for an earliest possible meeting, we introduce the predicate
epmeet(Meetld, PosTime, L, Att, T'). This predicate states that time PosTime is the earli-
est time after time T such that the meeting Meetld of Length I and attendants Alt can be
scheduled. epmeet(Meetld, PosTime, L, Att, T') holds if it is not consistent with the agent’s
beliefs that meet(Meetld, T, L, Att) holds for a time T’ between T and PosTime, but the
meeting can be scheduled at time PosTime. Formally, epmeet( Meetld, PosTime, L, Att, T')
is defined as follows:

epmeet(Meetld, PosTime, L, Att, T) <
meet(Meetld, PosTime, L, Att) A PosTime > TN
(VT T < T"< PosTime — —meet(Meetld, T, L, Att))

The host invites another agent to meet at a time 7" acceptable to the host of the meeting
by means of the goal

invite(/nvitee, Meetld, T', L, Att)

The plan (rule) to achieve this goal is given next. The first two steps in the plan (the body
of the rule below) which consist of the request and offer actions constitute the negotiation
phase of the plan. In this phase, the host first requests the invitee to meet at the earliest
possible time after time T' that is consistent with its constraints. The invitee in response
calculates a counterproposal which it communicates to the host. In reply, the host offers
a meeting time 7" which is the earliest possible meeting time at which the host is able
to meet and which is later or equal to the time proposed by the invitee. The latter part
of the plan is called the evaluation phase of the plan. In this phase the host evaluates
the proposal of the invitee. If the time 7" that is proposed by the host is identical to the
original time T requested by the host, an agreement has been reached. In that case, the
host confirms that an agreement has been reached. In the other case, the host starts a new
round of negotiation with a request to meet at time 7".

invite(Invitee, Meetld, T, L, Atl) ¢« true |
req(Invitee, 3 T'1 - epmeet(Meetld, T1, L, Att, T));
offer(Invitee, meet(Meetld, T', L, Att));
IFT=1T
THEN tell( Invitee, confirm(Meetld, T'))
ELSE invite(/nvitee, Meetld, T', L, Att)

The reply(Host) goal is used by the invitee to negotiate with the host. The invitee
first calculates an offer it counterproposes in reply to the request of the host to meet at
the earliest time possible. After a counterproposal has been established, the invitee replies
to the host with a request to accept its counterproposal. In case the host confirms that an
agreement has been reached, the invitee accepts the confirmation (this is implemented by
the ask branch of the nondeterministic plan for reply).
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reply(Host) < true |
begin
offer( Host, meet(Meetld, U, L, Att));
req(Host,3 U1 - epmeet(Meetld, U1, L, Att, U));
reply(Host)
end+
ask( Host, confirm(Meetld, U))

Note that the host as well as the invitee only make offers for meeting times which
are consistent with their constraints and preferences. For example, if an agent already
has scheduled to attend another meeting at time 7', the agent will not offer this time in
reply to a request since it violates constraint 2. The consistency condition present in the
abduction semantics of offer and req enforces the integrity constraints automatically.

5.3 Using tell and ask for Meeting Scheduling

In the previous section, a protocol for two-agent meeting scheduling was designed by using
the primitives req and offer. The question we address in this section, is whether or not
there is a just as natural solution for two-agent meeting scheduling by using the tell and ask
primitives. We argue that there is not. We do so by comparing a few attempts to provide a
solution to two-agent meeting scheduling by using tell and ask. These preliminary attempts
also illustrate some of the differences between the sets of communication primitives. Finally,
we provide an implementation of the multi-stage negotiation protocol by using the tell and
ask primitives and discuss some of the disadvantages of this implementation.

The strategy we will use is to try and find particalur tell and ask actions which can
serve to replace the req and offer in the plans provided in the previous section. So, we are
looking for tell and ask actions such that the replacement of all requests req and all offers
offer in the implementation of the previous section by the tell and ask actions respectively
results in a correct implementation of the protocol.

It seems that there is no intuitive way of implementing the negotiation by replacing all
requests req by ask and replacing offer with tell. The reason is that the host is supposed
to make the first proposal in the negotiation protocol presented and the invitee does not
have the relevant information concerning meeting times which are acceptable to the host
to make a first proposal.

First Attempt: The first and most naive attempt would be to try and implement the
requests of the agents by

tell(a, meet(Meetld, T, L, Alt))
and the offers of the agents with

ask(a, epmeet(Meetld, T1, L, Att, T))
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where the agent name a is substituted appropriately by either the host name Host or
the invitee name Invitee. The main problem with this solution is that the proposition
meet(Meetld, T, L, Att) which the agents communicate may be inconsistent with the belief
base of the receiving agent! There is no consistency check included in the semantics of the
tell and ask primitives. Moreover, the meeting time proposed by the host will be accepted
immediately since T'1 = T always provides an answer to the question asked.

Second Attempt: The second attempt to implement the negotiation between host and
invitee is to introduce a new predicate proposal(Meetld, T, L, Att) which is not used for
other purposes and implement the protocol by using this predicate. The basic idea of the
protocol is that the receiving agent either accepts or proposes a counterproposal, so we
introduce a new predicate

count_prop(Meetld, T, L, Att)

which the receiving agent will use to derive a counterproposal given a proposal of the
other agent. To be able to do this, some logical connection between these predicates
must be provided. Intuitively, the conditions stating when a counterproposal can be de-
rived from a proposal should be provided in the antecedent of a clause with consequent
count_prop(Meetld, T, L, Att). For example, the following clause seems both intuitive and
plausible:

(proposal(Meetld, T, L, Att) A
(VT1-T<T1<T — —meet(Meetld, T, L, Alt)))
— count_prop(Meetld, T, L, Alt)

The main problem with this clause, however, is, as in the first attempt, that it is possible
to prove that a proposal proposal(Meetld, T, L, Alt) is accepted right away. It is easy to
derive the counterproposal count_prop(Meetld, T, L, Att).

A Solution: A solution can be given with the tell and ask primitives by rearranging a
number of things. First, the integrity constraints should be removed from the belief bases
of the agents. To be able to provide a solution which only uses the tell and ask primitives,
in the rest of this section we consider the integrity constraints no longer to be part of the
belief bases of the agents.

The integrity constraints, however, will show up in a slightly changed format as the
questions asked (which corresponds to making an offer in the negotiation) by the agents
to derive counterproposals. As in the second attempt above, the solution makes use of the
predicates proposal(Meetld, T', L, Att) and count_prop(Meetld, T', L, Att). All the requests
in the previous section can then be replaced by

tell(a, proposal(Meetld, T, L, Att))
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where a is substituted appropriately by either the host name Host or the invitee name
Invitee. The proposal and count_prop predicates are logically related as follows:

proposal(Meetld, T, L, Att)N T" > T — count_prop(Meetld, T', L, Att)

Thus a counterproposal is a proposal which proposes a meeting time later than or equal to
that of the proposal received. The implication codes part of the strategy that agents use
to make counterproposals. These conditions for a counterproposal are obviously too weak,
since a counterproposal may still violate some of the integrity constraints associated with
meetings. To remedy this, the agents include all these constraints in their questions which
replace the offers in the previous section:

ask(proposal(Meetld, T, L, Att) A
count_prop(Meetld, T', L, Att) A
(VT1-T <T1< T — —~meet(Meetld, T1, L, Att)) A
(VY Meetldl, T1, L1, Att1 - (meet(Meetld1, T1, L1, Att1) A

T"<T1<T'+L)— Att1 N Att = @) A

0:00< L <8:00A
T">8:00ANT'+ L <18:00

)

As can easily be checked, the three latter conjuncts correspond to the integrity constraints
(2), (3), and (4) introduced earlier. Also note that the constraint 0 : 00 < L < 8 : 00
can be dropped. Although this solution seems to work, the main disadvantage is that the
integrity constraints have to be explicitly provided everywhere in the plans of agents and a
more general approach to deal with integrity constraints is sacrificed for a reduction of the
number of communication primitives. The simplicity of the solution given in terms of req
and offer is also lost. We believe this shows that the new communication primitives provide
expressivity lacking in the tell and ask primitives and are therefore a new and powerfull
extension to the agent language.

5.4 Multi-agent Meeting Scheduling

Meeting scheduling in the case of more than two agents is considerably harder than for
two agents. The host of the meeting now has to contact all the invitees to the meeting,
and has to find a common meeting time for all of these agents. It has to figure out such a
meeting time from the offers for meeting times the invited agents make.

The plan for the host in the meeting negotiation in the previous section has to be
changed in such a way that this plan can deal with any number of agents. We suppose the
host has a list of agents which are the invitees for the meeting. The host has to negotiate
with each of these agents about the meeting time. Each of these individual negotations
can be viewed as a subgoal of the host’s goal of negotiating a meeting time with the group
of invitees. Accordingly, in the host agent, we create a number of subgoals corresponding
to the number of invitees. For this purpose, we introduce the facility of posting a goal and
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semaphores to implement the posting operation first. Semaphores will also be used in the
plans for negotiation for multi-agent scheduling.

Binary Semaphores in 3APL: A semaphore is a facility well-known from concurrent
programming ([1]). One of the problems which arises in concurrent programming is how to
manage different concurrent processes which access some shared object. The part of a con-
current program which accesses the shared object is called a eritical section. Semaphores
are used to guarantee mutual exclusion of critical sections. Interferences between critical
sections which share some object is prevented in this way. A semaphore has two associated
operators, the P(s) and V(s) operators. The P(s) operator decreases the semaphore s
until some lower bound is reached. The P(s) acts like a guard and allows a process to enter
its critical section only if the lower bound on the semaphore has not yet been reached. The
V(s) semaphore increments the semaphore, thereby indicating that other processes may
use the shared resources again. In particular, a binary semaphore allows that at most one
process 1s executing its critical section at a time. We remark that binary semaphores can
be used to implement arbitrary semaphores (cf. [1]).

In this paper, we only need binary semaphores. It is not to difficult to implement such
semaphores given the synchronous communication primitives introduced earlier. A new
agent sem, is introduced for each agent a to keep track of the semaphores used by agent a.
Such an agent is called a semaphore agent for a and has name sem,. A semaphore agent
sem, has one goal corresponding to each binary semaphore s used by its corresponding
agent a. Although the informal explanation of a semaphore above explains a semaphore
as being raised and lowered, we do not implement the semaphore by a variable which is
increased and decreased. Instead, we use a proposition symbol p and the tell and ask
primitives to implement a binary semaphore p. The informal explanation is the more
natural way to understand and think about semaphores, however.

The semaphore agent sem, continually executes a goal semaphore,. The following plan
rule provides a plan which implements this goal and is incorporated in the rule base of the
agent sem,:

semaphore, < true |
tell(a, p);

ask(a, p);
semaphore,

The P(p) and V(p) operators which are used by agent a are defined by:
P(p) = ask(sem,, p)

V(p) = tell(sem,, p)

Creating Goals / Posting Goals in 3APL: In this paragraph, we show how an
operator post(w) to post a new goal = can be implemented in 3APL by means of condition-
action rules. These rules are tailor-made for creating new goals. First, we introduce a new
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transition rule which defines the intended semantics of the post construct. The posting of
a goal at the goal level must be accounted for at the agent level since this goal must be
added to the goal base of the agent. One way to do this is to store the information that a
particular goal has been posted in a label associated with a goal level transition. For this
purpose, a new label post(7) is introduced which indicates that a goal has been posted. At
the agent level, this information is taken into account. As a consequence, we also need to
change the semantics of the agent level slightly.

Definition 5.1 (rule for post)

(post(n), o)y "8, (B, o)

Definition 5.2 (agent execution)
Let V = Free(w;) and let § be a substitution.

(mi,0)y —s4 (w0, 0"), 1 # post(r)

]
({70, ..o, mict, iy ®igas ooy T b 0) — {70y oo Tist, T gty - oo, Fu }, 0F)

(mi, o)y =y (o)

U0y ey Tic 1y Tiy Tigds oo Tn b, 0) — ({70, oo W1, T Tigay e -, T} U {7}, o)

Implementing post with condition-action rules The basic idea is to use condition-
action rules and the ins and del basic actions for inserting and deleting a proposition to
implement the post operator. The idea is to create for a post(n) goal a condition-action
rule

(1) — create, | del(create,);
and replace the post(n) goal with
(2) P(s;); ins(create,); —create,?; V(s;)

Informally, the goal (2), which replaces the post(r) goal, inserts a predicate create, in
the belief base of the agent which triggers the condition of the condition-action rule (1).
After inserting the trigger create, in the belief base, the goal (2) waits until the trigger
is removed again (this is the function of the test —ecreate,?). The condition-action rule
will fire because of the fact that the trigger condition is inserted. The rule creates a goal
del(create,); m, which consists of deleting the trigger condition and inserting the posted
goal into the goalbase after that. The goal (2) is a critical section and a binary semaphore
sy 1s used to guarantee mutual exclusion. Only after the proposition create, has been
removed from the belief base again the semaphore can be decreased by the V operator.
Although the condition-action rule may fire more than once before the trigger condition
create, has been removed, this does not give rise to multiple copies of the same goal because
of the set interpretation of the goal base. That is, the goal base is a set of goals and so
never contains more than one occurrence of a goal.
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Remark 5.3 We make a few remarks about the update semantics of the action ins. We
assume that the ins(¢) only succeeds if the proposition ¢ is a sentence, i.e. contains no
free variables, and is consistent with the integrity constraints. If ins(¢) can be executed
successfully, then the belief base of an agent is updated in such a way that ¢ is implied
by the new belief base. The integrity constraints thus may never be violated by an action
ins(¢#), however, other beliefs in the belief base may be removed to be able to obtain a new
belief base which implies ¢ and is consistent. We assume that the changes made to the
belief base are minimalin a some suitable sense (cf. [8]). Moreover, in the sequel we assume
that all predicates P(t,...,t,) which are used have an associated integrity constraint

(Var, ooy, iy Yo (Plon, oo ) AP(y oo ) 2 2 = i Ao A2y = Y)

This constraint implies that for ins(P(t,...,1,)) to succeed a current belief about P has
to be removed, and only after removing this belief P(,...,t,) can be inserted in the belief
base.

Multi-agent Meeting Scheduling We will now design plans for multi-agent negotia-
tion about meeting times. We use the post operator introduced in the previous paragraphs
to create the subgoals of the host to negotiate about the meeting time with each of the
invitees individually.

A number of predicates are used to separate the different rounds in the negotiation
and to be able to conclude that an agreement has been reached. First, the predicate
count(List, N) returns the number N of items in the list List. The strategy that the
agents use is the same as that used by the agents in the two-agent case. Each agent
proposes the earliest time possible to schedule the meeting. Fach round the host requests
all invitees to respond to his proposal for a meeting time. A predicate invitee( Meetld, N) is
introduced to keep track of the number of invitees that have responded so far in a round to
the proposal of the host. If the number is the same as the number of invitees, this indicates
that the host may start a new round in the negotiation. A predicate disagree(Meetld, N)
is used to count the number of agents in a round which disagree with the proposal of the
host. If this number is 0, an agreement has been reached, and the negotiation is finished. A
predicate bestproposal( Meetld, Time, Length) is used to store the best proposal evaluated
by the host so far in the negotiation. The best proposal is that proposal which is the latest
time proposed so far.

The plans below are used by the host to initiate and to control the negotiation process.
The first plan to initiate the negotiation initialises the predicates discussed above, and
creates subgoals to negotiate with each of the invitees individually. After initialising, the
first round of the negotiation is started.
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initiate negotiation(Meetld, T', L, Att) « true |
count(Att — Host, N)7;
ins(bestproposal(Meetld, 0,0));
ins(disagree( Meetld, N));
ins(invitee( Meetld,0));
initiate_indiv_negotiation(Atl — Host, Meetld, T, L, Alt);
negotiation(Meetld, Att)

The negotiation plan, the second plan, waits until all invitees have responded to the
requests of the host (dealt with by the subgoals to negotiate with each invitee individually).
It then checks whether an agreement has been reached (in that case disagree(Meetld,0)
holds) and what the best proposal so far is. In case an agreement has been reached,
negotiation is finished and the meeting can be scheduled. In the other case, a new round
is started and the predicates invitee and disagree are initialised for this new round.

negotiation(Meetld, Att) < true |
count(Att — Host, N)7;
invitee(Meetld, N)?,
IF disagree(Meetld,0)
THEN begin
bestproposal(Meetld, T, L)7;
schedulemeeting(Meetld, T, L, Att);
end
ELSE begin
ins( disagree( Meetld, N));
ins(invitee( Meetld, 0));
negotiation(Meetld, Attl)
end

The next two plans create the subgoals of the host to negotiate with each of the invitees
individually. The post operator is used for this purpose. We use the expression List — Item
to denote the list obtained from removing ltem from List. Below, the variable At denotes
a list of agents.

initiate_indiv_negotiation(/nvitees, Meetld, T L, Alt)
— Invitees = [Invitee, Rest] |
post(invite(/nvitee, Meetld, T', L, Atlt));
initiate_indiv_negotiation(Rest, Meetld, T L, Alt)

initiate_indiv_negotiation(/nvitees, Meetld, T, L, Att) < Invitees =[] |

The subgoals created to negotiate with the invitees individually are invite goals similar
to the two-agent case, but some changes have been made. In particular, the evaluation
phase of the plan for invite goals in which the offers of the invitees are evaluated has to
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be revised in order to consider all the different offers which the invitees have made. The
negotiation phase has not been changed. The simple strategy the host uses is to select the
latest offer compatible with the host’s constraints as the ‘winning’ offer. All the subgoals
will then communicate this winning offer to the invitees and request to accept it as the
new meeting time.

The subgoals of the host which negotiate with the invitees have to communicate with
each other about the offers they receive from the invitees. The communication between
the subgoals is achieved by means of the belief base and the predicate bestproposal. Each
of the subgoals compares its received offer with the latest proposal for a meeting time
stored in the belief base of the agent as bestproposal(Meetld, T, L). 1t also raises a counter
invitee(Meetld, N), to indicate that it did receive an offer and is waiting for the next round
of the negotiation. The evaluation phase is a critical section in the plans and mutual
exclusion needs to be guaranteed between the different subgoals since in these sections of
the plans the predicate bestproposal is updated. Binary semaphores are used to implement
the mutual exclusion of the subgoals. The P(bp) operator increments the semaphore, and
the V(bp) operator decreases the semaphore.

invite(/nvitee, Meetld, T', L, Att) < true |
req( Invitee, 3 T'1 - epmeet(Meetld, T'1, L, Att, T));
offer(Invitee, meet(Meetld, T', L));
P(bp);
bestproposal( Meetld, Prop Time, L)?;
IF PropTime < T' THEN ins(bestproposal(Meetld, T’ L));
disagree(Meetld, M)?;
IF T = T' THEN ins(disagree( Meetld, M — 1));
invitee(Meetld, N)7?;
ins(invitee(Meetld, N + 1));
V(bp);
* walt until every agent has replied and a new round begins
* invitee(MeetId,0) set by negotiation plan to start a new round
invitee( Meetld,0)7;
IF disagree(Meetld,0)
THEN tell( Invitee, confirm(Meetld, T"))
ELSE invite(/nvitee, Meetld, T, L, Att)

The plans for the reply goals of the invitees do not have to be changed. They are the
same as in the two-agent case.
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reply(Host) < true |
begin
offer(Host, meet(Meetld, T, L, Alt));
req(Host,3 T'1 - epmeet(Meetld, T1, L, Alt, T));
reply(Host)
end+
ask( Host, confirm(Meetld, T))

6 Approaches Based on Speech Act Theory

The main approaches to agent level communication in the literature like KQML ([11]) or
ACL of FIPA ([7]) are based on speech act theory ([16]). Before we discuss these other
approaches, we therefore first provide a short summary to introduce the most important
concepts of speech act theory. One of the basic insights of speech act theory is that the
conveying of a message not only consists in making a statement, but in a more broader
sense constitutes a communicative action: making a promise, begging, informing, etc. are
all different kinds of communicative actions.

In speech act theory, communicative actions are decomposed into locutionary, illocu-
tionary and perlocutionary acts. A locutionary act refers to what the speaker says; the
illocutionary act refers to what the speaker does by saying such-and-such; and the per-
locutionary act refers to how the speaker affects the hearer by saying such-and-such. For
example, a speaker may say that it is six o’clock (locutionary act); by saying so the speaker
may be requesting the hearer to leave the shop (illocutionary act); and the effect on the
hearer may be that (s)he actually leaves the shop (perlocutionary act).

By performing an illocutionary act, a speaker expresses mental attitudes: beliefs and
desires. Accordingly, one can classify types of illocutionary acts in terms of expressed
attitudes. Many classifications of speech acts have been proposed. The one we summarise
here is based on that of Bach and Harnish ([2]). They distinguish four main classes of speech
acts: (i) constatives, like assertives and predictives, which express belief, (ii) directives, like
requestives and questions, which express a wish concerning some prospective action by the
hearer, (iii) commissives, like promises and offers, which express an intention and belief
that the speech act obligates the speaker to do something, and (iv) acknowledgements, like
apologise and greet, which express feelings regarding the hearer.

Note that although a speech act is a means of expressing attitutes, the speaker does
not actually have to have the expressed attitudes. As Bach and Harnish ([2], p. 39) write:

To express an attitude in uttering something is [...] to (..)intend that the hearer
take one’s utterance as a reason to believe one has the attitude. The speaker
need not have the attitude expressed, and the hearer need not form a corre-
sponding attitude. The speaker’s having the attitude expressed is the mark of
sincerity. If the hearer forms a corresponding attitude that the speaker intend-
ed him to form, the speaker has achieved a perlocutionary effect in addition to
illocutionary uptake.
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In a very loose sense, we can classify our primitives as belonging to one of the classes
outlined above. The tell primitive, for example, can be classified as a kind of constative.
The req and ask can be classified as directives. And the offer can be classified as a commis-
sive. Thus, three of the main classes are covered. The communication primitives, however,
should not be taken to correspond to any speech act in particular. The tell primitive, for
example, does not correspond to informing only, or suggesting only. The communication
primitives can be used for many different purposes. The tell can be used both to assert
and to predict; the offer primitive can both be used to promise and to make an offer. So,
the informal meaning associated with the names of the communication primitives should
not be confused with the formal semantics based on deduction and abduction. As was
illustrated in section 5.3, the tell and ask primitives can even be used to make offers and
requests, by coding a number of things in the content language.

No sincerity conditions concerning the actual mental state of the speaker have been
included in the semantics of the communication primitives. For example, it is not required
that the agent using tell actually believes what it tells. Also, no perlocutionary effects are
incorporated in the semantics of the primitives. The way an agent deals with a particular
message of another agent is not specified in the semantics of the communication primitives
(and is not part of the speech act per se, cf. the quote from [2] above). For example,
the agent receiving a proposition communicated by tell does not automatically update its
belief base with this proposition.

Our approach is based on the view that agent level communication should be based on a
well-defined and clear semantics and at the same time should be kept as simple as possible.
Therefore, we take a somewhat different perspective as to how speech act theory could be
of use in the design and development of agents. Our view is that speech act theory may
provide a useful set of abstract descriptions of communicative actions for agents which can
be used to specify and verify the behaviour of agents. Speech acts thus would play a role
in the proof theory associated with the agent programming language. In the associated
programming logic, the speech acts could be derived just like, for example, the mental
attitude of belief would be derived from the program text and its semantics. Instead of
defining a set of communication primitives corresponding to all kinds of subtle distinctions
related to speech acts, we propose to derive what kind of speech act has been performed
by an agent from the characteristics of the content proposition and the mental state of
the agent. Alternatively, a formal specification in the logic may specify that an agent
should perform a type of speech act. In that case it is up to the programmer to satisfy
the specification . We think speech act theory should not be viewed as a repository of
all kinds of different communicative acts for which computational equivalents should be
provided in an agent communication language, as is done in KQML or ACL.

The view outlined has a number of advantages. First of all, the agent communication
language is kept simple. This prevents all kinds of confusions on the part of the program-

'For a similar remark cf. [11], where it is suggested that the propositional content conditions should be
taken care of by the programmer; and indeed, it is hard to see how these conditions could be guaranteed
in any other way in KQML-like languages. Cf. also the discussion later in this section.
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mer as to what kind of communication primitive it should use in a particular case. Second,
the idea to derive speech acts from the semantics of the agent (communication) language
seems to provide for a more principled approach than the approach which is used to pro-
vide semantics for KQML or FIPA. It prevents unnecesary complications in the semantics
and prevents the tendency to incorporate ‘everything’ into the semantics of speech acts.
The different concerns which arise in the context of communicating agents are not clearly
separated in the approaches mentioned, we think (although this is more true of KQML
than of FIPA).

For example, in the paper [11] an attempt is made to incorporate various aspects of
illocutionary acts and conversation policies into the semantics of speech acts. There are
several disadvantages with such an approach. On the one hand, including conversation
policies in the semantics provides a burden on the programmer, who has to deal with these
policies. For example, we think that a requirement to reply in one of several ways to a
communicative action of another agent should not be part of the semantics of a speech act.
On the other hand, there is a methodological reason. If conversation policies are integrated
into the semantics of speech acts, it is difficult to see where to draw the line. For example,
is the Contract Net Protocol a conversation policy or is it a protocol which is not part of
the semantics of speech acts? In our view, it is better to separate these issues as we have
done in this paper.

As another illustration of the problems created by providing a semantics for computa-
tional equivalents of speech acts, consider the different conditions of propositional content
associated with distinct speech acts. For example, a promise must make reference to the
future, and cannot make reference to the past since this does not make sense. On the other
hand, an explanation for a given fact should not make reference to the future but refer to
the past. In this respect, a KQML or FIPA performative might become self-defeating and
this is even more true if belief and goal modalities are allowed in the content language (cf.
also [3]). For example, an agent might inform another agent that ¢ A B—p where B is a
belief modality. Since a precondition on informing is that an agent believes what it informs
another agent of, we have B(p A B—p) which together with (BB—y) — B—¢ implies a con-
tradiction (in most belief logics). In our approach, we would not encounter such difficulties.
For example, consider the action offer(do(a,t)) where do(a,t) is a proposition expressing
that action @ happens at time {. Depending on whether the time parameter ¢ refers to
the past respectively to the future we could describe offer(do(a,t)) as an explanation or a
promise (a similar point can be made for the sincerity conditions, i.e. the conditions on
the mental state of the agent and other components of illocutionary acts).

Moreover, some of the speech acts provided in KQML seem to have arisen more from
a computational concern than from a clear and formal perspective on speech acts. For
example, the performative stream-all is used to ask an agent to provide all known answers
to a question in a particular format. Another performative ask-all is introduced which
provides for yet another format of response. A similar point can be made regarding the idea
to introduce specific communication primitives to communicate with a so-called facilitator.
A facilitator is a special agent which is introduced to manage particular aspects of the
communication between agents, and a subset of the communication primitives supplied in
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KQML is used only to deal with this facilitator. In our view, these features should not be
included in the semantics of an agent communication language.

Finally, the specification of the semantics of the communication primitives in KQML
and FIPA in a modal logic including operators for belief, intention, uncertainty, etc. pos-
es a problem for integrating these communication languages into agent frameworks, i.e.
agent programming languages or architectures. The problem is that the semantics is quite
abstract and it is hard to see how to ground the modal semantics in an arbitrary agent
framework. To put it in another way, how do we verify that an agent in a particular agent
framework actually does have the required mental attitudes, etc. corresponding to the
modal semantics of the operators? In general, this is a hard problem. The problem is
sometimes referred to as the gap between theory and practice. Our work does not suffer
from the same problems since it has been particularly aimed at bridging this gap (cf. [9]).
The communication primitives we propose naturally fit into the agent language 3APL.

7 Conclusion

We illustrated and discussed the difference of the two sets of communication primitives.
The semantics of tell and ask is based on deductive reasoning. These primitives are most
naturally used for information exchange. The semantics of req and offer is based on ab-
ductive reasoning. These primitives are most naturally used to abduce feasible offers to
satisfy requests. Both deduction and abduction are well-understood, and provide a clear
and expressive semantics for communication primitives.

We illustrated the use of the new communication primitives by an extended example
concerning meeting scheduling agents. We implemented a multi-stage negotiation proto-
col, both for the case where only two agents are involved in the negotiation and the case
where an arbitrary number of agents are involved in the negotiation. The implementation
is both natural and concise. The latter illustrates the expressive power of the commu-
nication primitives, while the former shows that the agent programming language 3APL
is a natural means for programming personal assistants. Furthermore, we implemented
binary semaphores by using the tell and ask primitives, and a new operator for posting
goals. These were used in the implementation of a multi-stage negotiation protocol for an
arbitrary number of agents.

The new communication primitives are integrated into the agent language 3APL. The
semantics of the primitives fits in with the other primitives of the language naturally. This
approach differs in numerous ways from other approaches based on designing a ‘universal’
communication language.

We did not try to provide computational equivalents of speech acts, but instead defined
semantics for communication primitives which is both simple and intuitive. We argued that
this approach is more natural and precludes a number of problems, while maintaining that
speech act theory might be useful in the proof theory of the agent language. We believe
speech act theory should not be seen as a repository of all kinds of different speech acts
for which computational equivalents should be defined. Such an approach is unwieldy and
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too many subtle differences between computational primitives are introduced to be useful

for programming agents.
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