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Abstract

Agent technology has been a promising new paradigm for the last 10 years. However, the
role of agents in the implemented systems can vary considerably. It ranges from a type of
expert system module to sensors in a sensor network. In this paper we will classify all these
different agent systems in a few types based on the relations of the agents with their environ-
ment. We will show that each of these types of agent systems naturally requires its own type
of methodologies and platforms. The classification shows some important areas for further
developing methodologies and also gives some handles on how to choose the appropriate type
of agent system to be designed for an application.

1 Introduction

Over the last decade, agents and multi-agent systems have moved from a niche area of artificial
intelligence to become mainstream concepts in generic computing technology. However, even
though the abstract notions of agency and multi-agency are subscribed by all parties, there is
little consensus and research towards a formal, ontological and methodological understanding of
these concepts. As Luck and d’Inverno state [14]:

“The richness of the agent metaphor that leads to such different uses of the term is
both a strength and a weakness. Its strength lies in the fact that it can be applied
in very many different ways in many situations for different purposes. The weakness,
however, is that the term agent is now used so frequently that there is no commonly
accepted notion of what it is that constitutes an agent.”

An analysis of different approaches and models shows that even if different groups use the same kind
of concepts, the meaning behind those concepts is sufficiently disparate to make communication
and comparison of approaches cumbersome.

A multi-agent system (MAS) is commonly defined as a system composed of several agents,
capable of mutual interaction. The exact nature of the agents, and of their interactions is, however,
subject of some controversy. Agents are commonly defined as autonomous entities, but some
include characteristics such as intelligence, rationality, or mobility. The concept of interaction is
also defined in different ways; so, agents can interact by message passing, or by producing changes
in their common environment (stigmergy). Furthermore, notions of coordination, cooperation,
collaboration, and competition are often used to extend or replace that of interaction [19]. In some
approaches, MAS are seen to include human agents as well. Human organizations and society in
general can in this case be considered an example of a multi-agent system. Furthermore, the
organization of a MAS is also assumed in different ways. Some approaches, see organization as a
feature that should be designed to exhibit specific characteristics, whereas others see organization
as an emergent property of the system.

This paper aims at providing a landscape of agent system types, including a detailed descrip-
tion of the architecture and application of the different types. This classification will be based
on a number of fundamental concepts that play a role in any agent system. These fundamental
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concepts will be described in section 2. Section 3 presents basic considerations on the interaction
between distributed systems and their environment. In section 4 we will show how the way these
fundamental concepts are modelled with respect to the agents and their environment provides a
natural way of classifying agent systems into different types, each with its own type of method-
ologies and platforms. Section 5 will highlight some of the main characteristics of the different
agent system types, while section 6 discusses the software engineering aspects related to the classi-
fication. We will highlight the different approaches and conclude that, contrarily to what is often
assumed, most current approaches are not competitors of each other but aim at different sectors
in the landscape, and most important, the current occupation of the landscape is not covering
some important areas. There is thus room for extensions and connections between methodologies
and platforms. In section 7 we indicate some heuristics that can be used to determine the most
suitable agent system type for a certain situation. The paper is concluded in section 8 with some
prospects for future work.

2 Principles of Agency

Many of the challenges associated with agent solutions to complex problems, refer to the distribu-
tion of tasks and the organization of the agents in a more or less known and favorable environment.
Sycara has described those challenges as the decomposition of problems into individual tasks or
goals for the agents; deciding on interoperability and communication options for agents; coherence
of action and avoidance of conflicts and harmful or useless interaction; and individual possibilities
for representation and reasoning about actions, plans and knowledge of others [21]. In the same
article, Sycara also discussed the problem of engineering and constraining practical agent systems,
and how to design technology platforms and development methodologies for MAS. In our opin-
ion, the analysis of a problem domain will give rise to different decisions concerning the practical
implementation of the challenges above. For example, the decision on how to conceptualize agent
communication or interaction rules leads to different types of agent systems.

Independently from the type of agent system, researchers agree that a few characteristics
distinguish agents from other programming paradigms. Those basic principles form the definition
of agency, that is, describe what makes an agent an agent:

• Communication: the way the message stream is organized and resources are invoked.

• Interaction: the influence of agent actions in the environment resulting in new states.

• Goals: the organizational and individual objectives that determine agent action.

• Reasoning: the processes and strategies to evaluate goals, environment state and course of
action.

Different types of agent systems are the result of architectural choices on how to model and
implement these concerns. In the following, we describe these concerns in some detail and indicate
how they can be used to guide the decision and determine the type of agent system.

Communication. In environments where agents are able to identify other entities as being
agents as well, agents should be able to ‘talk’ to each other in order to decide what action to take
and how that action can be coordinated with actions of others [3]. Typically, Agent Communica-
tion Languages (ACL), such as FIPA-ACL, are used for this effect. Agent communication is, in
most agent systems a concern of the infrastructure in which the agents operate. This infrastruc-
ture must conform to whatever possibility is available. In the case of single agent systems, the
agent in question does not assume any other ‘kindred’ entities in the environment and therefore
has no use for an ACL. The agent design should therefore include enough communication facilities,
for access to non-agent-like resources, such as procedure calls or database access. In particular,
in single agent environments, the agent’s only means to access other entities is through non ACL
communication, that is made possible through the agent’s API.
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Interaction. Agents influence the environment which reacts to those influences resulting in a
new state. In the same way, changes in the environment correlate to changes in the agent’s internal
state. How interactions are possible and how to derive the effects of interaction is determined by
interaction laws, or rules. Examples of environment determined interaction rules are policies
on resource access (e.g. can the agent change a database record). But agent configurations in
themselves also can facilitate possibilities for interaction. In MAS interaction rules are often
‘hard-wired’ into the agents, especially when it concerns closed systems where all agents are
known. And in open situations, participation requires that the heterogenous agents do possess
the possibility of obeying the required interaction rules. In agent organizations and electronic
institutions, interaction rules are fixed in the environment design which enforces compliance by
the agents. Agents are, to a certain degree, free to decide on how to comply to norms and how to
perform organizational tasks [4].

Goals. While all agent systems assume agents to have individual goals, Agent Organizations
also assume some kind of global objectives. In fact, several authors state that agent architectures
can be considered as organizations composed of autonomous and proactive agents that interact
and cooperate with one another in order to achieve common or private goals [8, 5, 17]. On the
other hand, [14] defines MAS as having no global system goal. That is, MAS assume goals to
be a component of the agents, whereas in agent organizations goals are determined outside the
agents, and their achievement dependent on agent actions. Electronic institutions’ goals are also
determined outside the agents, but are usually soft (e.g. fairness of exchanges) and do not require
specific agent actions (e.g. no exchange at all is a fair exchange).

Reasoning. Reasoning capabilities are the main distinguishing factor of agents. It is therefore
not conceivable to ‘extract’ reasoning from the agents themselves, while maintaining the agency
paradigm. All the different agent systems types that we consider, assume reasoning (if present at
all) to be part of the agents of the system.

3 Agents and Environments

Development of agent systems, as well of any other (distributed) system, is based on the assump-
tion that there is a system which behavior and functionality can be controlled, and an external
world (the environment) which is largely uncontrolled. Interfaces are responsible for the interaction
between the controlled components and the uncontrollable world. When developing distributed
systems, engineers are faced with two basic types of designs with respect to interaction between
system components and environment. One the one hand, the different components of the dis-
tributed system (the agents in an agent system) can interact using special interaction mechanisms
that make use of the knowledge of the internal functioning of the components. In agent technology
we can e.g. assume all components to be (BDI) agents and use this fact to reason about the effects
of communication between these agents. In order to take full advantage of this fact, specialized
interaction ‘channels’ and languages have been developed to enable inter-agent interaction. How-
ever, this only works properly if we assume that all agents in the system are controlled by the
same designer group, and thus the agents all function in a similar way.

On the other hand, application programming interfaces (API) enable components to access
resources, request services, and/or exchange data. One of the primary purposes of an API is
to provide standard descriptions of how (usually third party) functions can be accessed without
requiring knowledge of their source code, or a detailed understanding of the functions’ internal
workings. Advantages are standardization of interactions and openness of systems (components
can be added or deleted on the fly). Web service technology makes wide use of this type of
interaction. Internet APIs provide the means for accessing search engines, web pages or images1.

As prototypical of distributed systems, agents and environment are closely related. One of
the most cited definition of agents, by Patti Maes, says: “autonomous agents are computational
systems that inhabit some complex dynamic environment, sense and act autonomously in this
environment, and by doing so realize a set of goals or tasks for which they are designed” [15].

1For examples see: http://code.google.com/apis.html.
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The special link between agent and environment is commonly accepted as one of the features that
distinguishes agents from related software paradigms, such as object-oriented systems, distributed
systems, or expert systems [9, 23]. Nevertheless, the concept of environment, and more specifically,
the relation between agents and their environment takes shape in many different ways. Weyns et
al. provide a good overview of the different roles of environment in MAS [22]. However, in their
work, they are concerned about architectures and platforms for environment design, whereas we
are mostly interested in the role of the environment in the choice for a type of agent system and on
the influence of the environment on agent-oriented software engineering (AOSE) methodologies.

The current practice in MAS typically associates environment with resources that are external
to the agents and their communication structures [22]. Even if this is true of traditional MAS,
current developments in agent research identify a rich landscape including agent organizations,
electronic institutions and agent web-services, of which the traditional MAS are only one of the
fields. In the next section, we will use environment characteristics and requirements to determine
the features of different fields in the landscape, and how this should guide the development of
specialized design methodologies. In particular, we will consider the following approaches: single-
agent systems (SAS), multi-agent systems (MAS), agent organizations (AO), electronic institutions
(IE) and artificial ant-like systems (AntS). These approaches embody different perspectives and
inform different software engineering methods.

The different agent system types will be further described in section 5. For this moment, we
limit the description to the most significant distinguishing characteristics of the systems. SAS
consider that only one entity in the whole environment is endowed with agency characteristics.
MAS assume several agents in the environment, and deal explicitly with communication and
interaction between specific agents in the environment. In AOs, organizations are first class
entities, with agents being active entities that are able to fulfil organizational positions in order
to make possible the achievement of global objectives. EIs provide highly regulated environments
which fully determine all interaction between agents. The same is also the case for Ant-like systems,
however in this case interaction assumes much simpler entities, whereas EI assume higher cognitive
agents.

In this paper, we relate these different agent systems types to different appreciations of how the
principles of agency, as described in section 2, are divided between the environment perspective and
the agent perspective. Depending on domain and design requirements, the system engineer should
be able to determine the most appropriate balance and as such choose the most appropriate system
type. Obviously, these types and their separations are rather abstract. In real life applications,
differences are less black-and-white and combinations of types are most likely.

4 Balance of Concerns

Developers of agent systems have typically a fixed number of system components that can be
manipulated, while others are uncontrollable. These components are the agents, their interfaces
to the external world (API), the agent communication channels, and the environment itself. The
two extremes are the case in which the developer has full control over the agents’ architecture and
interaction, and that where agents are unknown and uncontrolled and the developer fully controls
the (sub-)environment where interaction occurs. Depending on what is controlled and how those
components are specified, different types of systems are possible.

In a single agent system, design and architecture of the agent is fully controlled and must
deal with the four concerns described in section 2. Since SAS systems assume no other agents in
the environment, the specification of communication issues is usually limited, but on the other
hand, this type of systems has usually a much strong interface component, think about the HCI
component of embodied agents, or the sensor and monitoring architecture of spacecraft agents
such as Remote Agent. Multi-agent systems also assume full control over the agents’ architectures.
However, MAS often rely on the chosen platform to deal with communication (ACL) issues. System
goals and interaction requirements are part of the agents’ design, in the sense that each agent type
‘receives’ its goals and interaction protocols from the system design.
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Human organizations define the roles and responsibilities for organizational participants, who
are expected to bring those into action depending on the task and environmental demands. Orga-
nizational concepts have been identified as a suitable way to cope with the complexity of designing
agent systems systems. However, MAS research has traditionally kept an individualistic character,
and have focused on the principled construction of individual agents following an agent-centered
view.

AOs and EIs take an environment-oriented view of design. By controlling the way interactions
can occur in an environment, Agent Organizations are able to specify global organizational goals
outside the design of the agents. Roles represent organizational positions responsible for the
achievement of some part of the global goals according to the predefined interaction rules. In this
way, the satisfaction of global goals can be verified, independently from the agents that will act in
the system. Agents can have their own goals and use their reasoning capabilities to decide on the
enactment of one or another role in the system, and use their own capabilities to determine which
protocol available to them is the most appropriate to achieve the objectives of the organizational
positions assigned to them. EIs go a step further on the designer’s control over the environment by
enabling environmental design to prescribe objectives and protocols in a way that is independent
of agent goals. That is, for an EI, individual goals are not relevant and only institutional behavior
is possible with the system. This makes EI very suitable to deal with open environments populated
by un-trustable agents. Finally, Ant Systems can be seen as a special case of institution in the
sense that environment design is fully controlled such that even very simple agents with hardly
any reasoning power are able to interact to achieve the system goals.

Figure 1 depicts how the separation of concerns is taken in the 4 agent system perspectives
considered. Note that while these for types are prototypical discrete points in the space, in reality
distribution in this space is continuous, and most systems will fall some where in between. These
different types reflect not only a different perspective on design, as discussed above, but when
considering the kinds of agent applications and models currently being developed, these are also
the types of systems that currently exist.
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Figure 1: A sliding scale of agent system types.

Multi-agent systems form the largest group on the agent system landscape. This has an obvious
‘historical’ reason, but also most domains where agent applications have been deployed require a
fixed number of agents with well-defined capabilities and interactions (e.g. logistics, defense, or
manufacturing domains). In fact, the other types of agent systems have emerged from the need
to extend the multi-agent paradigm to areas that depart from these principles, either because no
specific agents can be assumed or where interactions are utterly unstable due to the dynamicity of
the domain. Frameworks for design and implementation of agent systems are also mostly tailored
for the development of MAS. We will discuss design methodologies further in section 6.

5 Agent Landscape

In this section, we will highlight some areas in the agent landscape has depicted in figure 1, chosen
for their differentiating characteristics, based on the discussion in the previous section.
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5.1 Single Agent Systems

A single agent system has been defined as a complex, centralized system in a domain which also
allows for a multi-agent approach [20]. In such systems, all deliberation and decisions is done
by one central process, the agent, even if possibly perceiving and actions can be done by several
entities, connected to the agent. The agent in a single-agent system models itself (goals, actions
and knowledge), the environment, and the interactions. A single agent perceives itself as the only
agent in the environment, in the sense that it interacts with all components of the environment
as if those are of a different sort than itself. If other agents exist, they are considered part of
the environment, are are not modelled by the agent as having agent-like characteristics. Typical
examples of single agent systems are (embodied) user interface agents, web-bots or physical robots,
and agent web services.

As discussed in the previous section, autonomy is the characteristic that distinguishes agents
from other (complex) systems. Agents are particularly suitable to operate in challenging en-
vironments (dynamic, unpredictable, unreliable) where failure and recovery must be performed
autonomously [18]. A notorious example is Remote Agent, developed by NASA for Deep Space
missions [16]. Properties of spacecraft domains are exemplar for complex domains and identify
requirements for the design of agent systems:

1. Need to carry out autonomous operations for long periods;

2. need to guarantee success given tight deadlines and resource constraints;

3. high reliability, including rapid failure response under limited observability;

4. concurrent activity among tightly coupled subsystems.

Agents in a non-agent environment need to be especially adaptive, be able to anticipate and plan
for contingencies, and to actively search the environment.

All communication between the agent and its environment is heterogenous, as the agent does
not identify any other similar entities, with which it could communicate in an agent-like fashion.
The API is therefore a very important component of single agents, as it is their only means of
communication. Although it may seem that single agent systems are simpler than multi-agent
systems, the contrary is often the case. In fact, often one reason to treat such a system as an
agent is its intelligence and complexity. Single agent systems can thus be seen as some situated
expert system.

5.2 Multi-Agent Systems

In principle, any system with more than one agent is called a multi-agent system (MAS). How-
ever, as recent developments have identified some special classes of multi-agent system, such as
organizations and institutions, discussed in the following sections, it is necessary to present here
our precise understanding of MAS. Characteristics of a MAS are: (a) each agent has bounded
(incomplete) resources to solve a given problem, (b) there is no global system control, (c) data is
decentralized, and (d) computation is asynchronous [13]. Social and mentalistic metaphors used
to describe agents lead to design models of a high level of abstraction. From a software engineering
perspective, this means that the development of MAS is not straightforward. One of the most
important characteristics of MAS is that the final set of agents is not given at design time, which
means that MAS are based on open architectures that allow new agents to dynamically join and
leave the system, in autonomic ways not fully predictable initially [11].

Even though based on open-architectures, traditional MAS systems are often closed to truly
heterogeneous agents, as the design fully specifies the agent types (or classes) and their char-
acteristics and interface possibilities. Agent architecture implements the interaction rules, goals
and reasoning mechanism of the agent, and defines as such the type of agents that exist in the
MAS. Agent types and their descriptions are specified by grouping system functionalities [18].
The definition of coordination mechanisms between different agent types is a major part of the
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MAS, resulting in implementations where social aspects, goals and behaviors are part of the ar-
chitecture of the specific agents. Such architectures exhibit neat theoretical properties that enable
the specification of elegant formalisms and design and implementation tools. The disadvantage is
that systems are often closed to agents that are not able to use the same type coordination and
behaviors. In practice, this means, that new agents entering the system must be instances of those
classes, and thus their design is controlled by the MAS development team. Typical examples of
MAS are manufacturing, logistics, defense and Cooperative Information Agents.

The agents in a MAS are aware that other entities in the environment are also agents, and
the platform enables specific communication between agents. In MAS there is often limited or no
interaction through API between agents, and the system as a whole often has one single API to
the environment, implement as an interface agent.

5.3 Agent Organizations

Agent Organizations rely on the notion of openness and heterogeneity of MAS and poses new de-
mands on traditional MAS models. These demands include the integration of organizational and
individual perspectives and the dynamic adaptation of models to organizational and environmen-
tal changes. Organizational self-design will play a critical role in the development of larger and
more complex MAS. As systems grow to include hundreds or thousands of agents, we must move
from an agent-centric view of coordination and control to an organization-centric one [5]. Two
main differences distinguish Agent Organizations from MAS: (1) Agent Organizations assume the
existence of global goals, outside the objectives of any individual agent, and (2) Agent Organiza-
tions exist independently of agents, and do not assume any specific internal characteristics of the
agents.

Agent Organizations have been advocated to deal with agent coordination and collaboration in
open environments [12]. In this context organization is the set of behavioral constraints adopted
by, or enforced on, a group of agents to control individual autonomy and achieve global goals. That
is, one of the main issues in agent organizations is the specification of coordination mechanisms
between agents playing roles in a regulated social environment. Agent organization models are
typically composed of [6, 12]:

• Roles and groups: describing organizational positions

• Role dependencies: indicate some relationships between roles, through which actions can be
coordinated

• Interaction structures: describe the dynamics of the organization in terms of scenes, transi-
tions, events, etc.

• Normative structure: describe and control desired and undesired behavior

• Ontology: create common ground for communication

The system is ‘open’ for new agents, who often will need to register through contracts that
specify their aims and capabilities. Results are determined through the combination of global and
individual goals and are dependent on the capabilities of the specific agents in the population.
Social behavior of the agents, e.g. how they balance own and role goals, and how much they are
willing to comply to norms, are essential to determine the global behavior of the system [4]. Agent
Organizations have been used to model Knowledge Management and Supply Chain domains.

5.4 Electronic Institutions

Human institutions are developed to set and enforce laws, monitor and respond to emergencies,
prevent and recover from disasters, etc. Their virtual counterpart, Electronic Institutions (EIs), are
meant to handle issues inherent to open multi-agent systems, namely heterogeneity of agents; trust
and accountability; exception handling (detection, prevention and recovery from failures that may
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jeopardize the global operation of the system); and societal change (capability of accommodating
structural changes). EIs address a restricted but significant type of openness concerning the
interaction between autonomous, independent entities that are willing to conform to a common,
explicit, set of interaction conventions [1].

Electronic institutions are developed as first class entities forming the environment in which
agents interact. By defining the message types and common ontology that agents use to commu-
nicate, providing agent certification and registration, and fully specifying the rules of encounter,
EIs are able to engender trust between heterogeneous agents. In general EIs enable to:

• Specify the co-ordination structure that is used

• Describe exchange mechanisms of the agent society

• Determine interaction and communication forms within the agent society

• Facilitate the perception of individual agents of the aims and norms of an agent society

• Enforce the organizational aims of the agent society

Typical domains for EIs are Electronic Commerce and Web based cooperative information
systems. The ISLANDER framework, developed at IIIA, Spain, has emerged as the most widely
known platform for EIs. It provides constructs for the core notions of IE including agents and roles,
a dialogic framework, interaction scenes articulated in a performative structure, and normative
rules [7].

5.5 Ant systems

Ant-like, or swarm intelligence, systems are typically made up of a population of simple agents
interacting locally with one another and with their environment. Although there is normally
no centralized control structure dictating how individual agents should behave, local interactions
between such agents are expected to lead to the emergence of global behavior. Ant-like systems
are mostly used in the domains of social simulation, dynamic, adaptive planning, and Artificial
Life. Developers typically have complete control over the design and implementation of both the
environment as the agents. Agents’ behavior is usually very simple, with limited or no reasoning
capabilities.

Ant-like systems use mostly one mechanism for communication and co-operation: stigmergy,
that is, indirect communication based on modification of the environment. If one agent reinforces a
pheromone trail or deposits an object, other agents are able to perceive the modified environment,
adapt their responses or start new activities. Some authors distinguish between quantitative
stigmergy (the perceived concentration of a pheromone influences whether there is a reaction or
not) and qualitative or discrete stigmergy (different stimuli trigger different responses). The main
problem with the application of this form of co-ordination in artificial systems is its development:
one agent has to modify its environment so that the others respond to stimuli in the intended
way. Thus it is important to understand the corresponding mechanisms in naturally coordinated
systems like social insects. Sociality is not the key concept in ant systems, but the interaction of
local rules resulting in self-organized behavior or emergent patterns [2].

6 AOSE

According to the Webster’s Dictionary, a methodology is defined as “a body of methods, rules,
and postulates employed by a discipline”, (2) “a particular procedure or set of procedures”, or (3)
“the analysis of the principles or procedures of inquiry in a particular field2. Until recently, no
methodologies in this sense were available for agent-oriented development [11]. Most developers

2http://en.wikipedia.org/wiki/Methodology
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SAS MAS AO EI Ants

Agent Architecture Controllable,
closed environ-
ment

Controllable,
closed environ-
ment

Unknown,
open environ-
ment

Unknown, open
environment

Organization Archi-
tecture

Implicit:
‘Sum’ of the
agents

Explicit, Con-
trollable

Explicit, Con-
trollable

Interaction protocols Controllable Open to agent
interpretation

Controllable Controllable

Interaction goals Controllable Controllable Controllable Controllable

Global, external goals No No Strong Weak

Individual, internal
goals

Yes Yes Yes Irrelevant

Emergent properties
desired

Possibly Yes

System wide behavior
control

No Direct: De-
signed

Indirect:
Norms

Indirect:Norms Indirect: Styg-
mergy?

Individual behavior
control

Direct: goal
setting

Direct: goal
setting

Indirect: role Indirect: role Indirect: re-
source alloca-
tion

Table 1: Agent system choice guidelines.

use an ad-hoc approach, which, while providing maximum flexibility, results in applications of
questionable quality and provide no means for measurement and experience transfer.

Given the fact that different agent system types (as distinguished in the previous sections)
differ extensively with respect to the types of concepts that are modelled in the agent and/or
the environment of the agent, we can also expect that methodologies and platforms to support
the different agent system types differ. Indeed if we look at the currently used platforms and
methodologies we find that they do cater for different types as can be seen from figure 2. Figure 2
gives an overview of different methodologies and platforms, and their position in the agent system
landscape. It also shows the existing relations between methodologies and platforms.
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Figure 2: Overview of methodologies and platforms.

6.1 Design methodologies

In the following, we list some of the existing methodologies for each system type. This list does
not attempt at completeness, but merely provides a few well-known frameworks as examples.
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SAS: Interestingly, no specific methodologies are available for the design and development of
single agent systems. Most agent methodologies consider systems consisting of several agents, and
the communication between those agents. An exception is Tryllian’s Agent Development Kit3

that provides a platform for dynamic, smart software components that can work together with the
outside world and with each other. Because in SAS systems there is (naturally) a lot of emphasis
on the interaction of the agent with the environment, which in itself is quite standard, there is
a tendency to use traditional OO methodologies for this part. The internal part of the agent
is configured using some domain specific AI techniques. These can range from expert systems
methodologies to the use of neural networks for adaptive agents. In academic settings sometimes
multi-agent platforms such as 3APL or Jack, are used as well, often modified for the specific
needs of the application domain. Such modifications, however, lead to low reuse and lack of
transparency. The development of the Remote Agent architecture mentioned before, was based on
several methodological and programming principles such as model-based programming, on-board
decision and search, constraint based planning and goal-directed loop commanding [16].

MAS: Most available AOSE methodologies fall under this category. The agents are considered
to be part of one, distributed system. Design starts therefore from the analysis of the overall
system, while the resulting software consists mainly (if not exclusively) of the agents. The main
concepts that are used in these methodologies center around goals, plans and interaction protocols.
Although organizational concepts like “roles” are used, they have a different meaning in this
context. They refer to specific types of functionalities that can be bundled into agent types. The
overall organization of the MAS is a matter of the designer of the system and not an explicit
part of the implementation. This is an obvious consequence from the fact that MAS are usually
closed systems in which all participating agents are defined at design time. Because of the closed
nature of MAS there is also little attention for the interaction of the MAS with its environment
and most methodologies pay no attention to models of the environment in which the MAS should
function. Well known examples of methodologies for MAS are Prometheus, Roadmap, Tropos,
and MaSE. Some of these methodologies provide a graphical design tool for MAS models and
support semi-automatic generation of agents.

AOs: Methodologies for this type of agent systems acknowledge organizations as first class
citizens. In this context roles are seen as positions in an organizational structure that can be
fulfilled by agents. Important is the balance between the organizational goal and the goals of the
agents (or global, system goal vs. local goals). The fact that agents are seen as separate from
the roles they fulfil leads to the fact that social concepts like norms are explicitly modelled. Most
important examples of methodologies for this type of systems are OperA and MOISE+. Because
the resulting systems are seen as ”open”, in the sense that agents can enter and leave the system,
the methodologies for agent organizations rely on other methodologies for the design of the agents
themselves. Unfortunately there are no methodologies yet that cater for designing agents that
have to participate in an open MAS.

EI: In electronic institutions emphasis has shifted completely to designing interaction patterns
for the agents that enter the system such that the interactions lead to certain desirable results.
In some sense, this means that the goals of the agents do not influence the overall result of the
system and they can be seen as being incorporated in the agent interactions. There are no complete
methodologies for EIs, however there are current attempts to develop a methodology to support
the design of ISLANDER applications.

Ant Systems: Methodologies for Ant-like Systems also do not exist. They should support
the design of the interaction patterns from which useful organizational behavior emerges. Besides
a common intuition that the interaction patterns should be based on biological mechanisms no
formal theory is developed.

3http://www.tryllian.org
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6.2 Implementation platforms.

Where there are still a number of methodologies available for all types of agent systems, there
exist very little platforms to support the implementation of the agent systems.

SAS: There are some agent oriented programming languages and platforms available that can
be used to program agents. Good examples are Jason, 3APL, Jade, Jadex and Jack. However,
most platforms assume that the agents function as a separate application on top of an agent
platform with at most a API to the rest of the world through some Java calls.

MAS: The tools mentioned with SAS are actually meant to be used for MAS. They provide
standard communication infrastructure and support for the implementation of all important agent
concepts such as goals, plans and protocols.

AOs: to our knowledge no ‘pure’ agent organization implementation platform is currently
available, although an implementation of MOISE+ seems to exist

EI: Islander is the most famous example of an EI platform. The tool supports the design of
dialogical scenes and controlled transition between scenes.

Ant Systems: These systems are mainly programmed in Java directly and no specific support
tools for this type of systems is known to us.

6.3 Discussion

As can be seen from the figure and the descriptions above, most current work in AOSE method-
ologies, like presented by Henderson-Sellers and Giorgini [11], focuses exclusively on the MAS area
and offers only limited support to the design of other types of agent applications. Furthermore,
because the fundamental conceptual differences between agent system types highlighted in this
paper are not recognized by many researchers, there is the risk that MAS approaches are taken
as the only possible methodological framework, resulting in less applicable, imperfect solutions.

In the other hand, there is quite some room for developing extensions to methodologies. E.g.
there is no methodology for developing agents that should participate in open agent systems. Also
there appears to be a clear need to connect to traditional methodologies for the development of
the environment of the agents (which can range from a communication infrastructure to a full
fledged coordination facility for the agents).

Furthermore, the basic set of concepts underlying agent systems and agent-oriented methodolo-
gies is not commonly agreed upon. Moreover, even concepts which are used across communities,
have in many cases different meanings, so that consensus is more difficult to achieve than one
would hope. A typical case of such differences is the concept of role. In MAS, role is commonly
associate with a set of functionalities, identifying a class of agents, while in AOs and EIs, roles refer
to organizational positions. In our opinion, this makes it difficult to take a method engineering
approach as suggested e.g. by Henderson-Sellers [10]. Method Engineering proposes to isolate
conceptual model fragments that are coherent parts of a methodology and use those fragments
as building blocks to create a methodology tailored to the specific needs of a developer and/or
application domain.

7 Choosing an Agent System Type

AOSE methodologies, as presented in the previous section, support the design and specification
of a given type of agent system. They do not, however, guide the choice for one or the other
type of system. Faced with a specific situation, developers should be able to determine which
type of agent system, i.e. what combination of agent and environment characteristics, is the most
appropriate for that situation. This indicates the need for another level of methodological support,
for instance in the form of a set of guidelines that support decision-making concerning the choice
for a type of agent-system.

Hardly any research has been done in the area of design methodology decision support. While
it is not our pretention to cover this area in the last few lines of this paper, in Table 1 we give a
short overview of some issues that should be taken into account in the choice for a type of system.
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In this table we highlight the characteristics of the application domain that can lead to different
agent system types. Important aspects to consider are the possibility/desirability to control the
design of the agents and of the overall organization; the existence of global goals external to the
agents; the degree of control over the interactions; requirements related to the control of systemic
and agent behavior; and, the need for emergent behavior.

Future work is required to further develop these issues, by extensive evaluation of existing
systems and starting a discussion between different AOSE research groups in order to understand
and make explicit the motivations and differences between approaches.

8 Conclusions

Current approaches to the design and implementation of agents and multi-agent systems exhibit
large differences both at conceptual and engineering levels. In this paper, we have argued that such
differences are indeed a result of different demands and characteristics of the application domain.
We’ve classified different agent systems in a few types based on the relations of the agents with
their environment. We further showed that each of these types of agent systems naturally requires
its own type of methodologies and platforms. This classification shows some important areas for
further development of methodologies. Although similar concepts are used by several approaches,
their semantics and implementation interpretations are sufficiently different to make comparison
and reuse cumbersome. That is, Method Engineering approaches are not directly applicable to
generate tailored methodologies on the fly. Moreover, traditional MAS methodologies are not
always directly usable to design agents for SAS, AOs or EIs. Even if there is no one-size-fits-all
method, differences between methodologies should not lead to competition, but it is important
for the agent community to understand that methodologies are geared to different approaches,
domains and environmental contexts. There is room for more AOSE methodologies, specifically
in the area of agent institutions, and for more comprehensive formalisms and metamodels to
compare/classify AOSE approaches. In this paper, we’ve also proposed some handles on how to
choose the appropriate type of agent system to be designed for an application.

Finally, it is important to realize that some important ‘holes’ need still to be filled in order to
deploy agents in the real world. In particular, very few work has been done to develop method-
ologies and platforms that enable to specify agents that can join an existing AO and/or EI in a
open environment, based on the agent’s judgement on how to best fulfil its own goals.
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