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Abstract

Let P be a simple polygon of n vertices and let S be a set of N points lying in the
interior of P . A geodesic disk GD(p, r) with center p and radius r is the set of points in
P that have a geodesic distance ≤ r from p (where the geodesic distance is the length of
the shortest polygonal path connection that lies in P ). In this paper we present an output
sensitive algorithm for finding all N geodesic disks centered at the points of S, for a given

value of r. Our algorithm runs in O((n + (kn)
2
3 + k) logc n) time, for some constant c and

output size k. It is the basis of a cluster reporting algorithm where geodesic distances are
used.

1 Introduction

Motivation. Clustering is the determination of relatively large subsets of a set that are in each
other’s proximity [15, 17, 18]. It is one of the most important and generally applicable techniques
in data analysis. Often, the original data is a set of objects with various attribute values which
are used as coordinates in a two- or higher-dimensional space. A cluster is a subset of the objects
with similar attribute values, and a clustering of the objects is a partitioning into subsets so that
objects in the same subset are similar, whereas objects in different subsets are not similar. To
determine similarity, or distance, between two objects, a distance measure is needed, for which
any Lp-metric (like the Euclidean metric) can be used.

In geographic situations, an important type of clustering is for sets of points in the real
world [22, 24]. The coordinates of the points do not stand for attribute values but for a spe-
cific location. Depending on the origin of the points, the real world may also include other objects
like obstacles that influence the distance between points, and therefore the clusters. Obstacles can
be bodies of water that are not crossed by certain land animals, or large open areas that are not
used by forest animals like squirrels.

Suppose that we are given a set S of N points in a geographic situation like an island, and we
wish to find clusters. Clusters are large enough subsets of S that lie within a region of a maximum
radius. The value m that represents the minimum size of a cluster, and the radius r that represents
the maximum extent of a cluster region, are fixed and specified by domain experts (biologists).
Distances need to be measured by paths that go over the island only, which means that the length
of a geodesic shortest path determines the distance. The geometric problem that arises is: Given
a set S of N points inside a simple polygon P with n vertices, determine all subsets of S of size

∗This research has been partially funded by the Netherlands Organisation for Scientific Research (NWO) under
FOCUS/BRICKS grant number 642.065.503.
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Figure 1: Polygonal island with points, each with a radius-r Euclidean circle shown. The three
open markers are centers of circles that contain four points. Only the rightmost one gives a cluster
center if geodesic distances within the polygon are used.

at least m for which a center point q exists that has geodesic distance at most r to all points in
the subset (see Figure 1).

Related research. There is a large body of literature on clustering. Several papers discuss
clustering in the presence of obstacles. COD-CLARANS [27] handles obstacles by replacing the
Euclidean distance between two points by their geodesic distances. AUTOCLUST+ [10] uses
the Delaunay triangulation for clustering, and uses the distance in the subgraph of the Delaunay
triangulation where edges that intersect obstacles are removed. In DBCluC [26], two points may
only be in the same cluster if the connecting line segment does not intersect any obstacle. For
more on clustering with respect to obstacles, see [6] for a recent survey.

There are also several papers that compute clusters in a point set instead of a clustering of
a point set. Laube et al. [19] compute all subsets of size at least m for which a circle of size at
most r can be placed around the subset, using higher-order Voronoi diagrams [5]. Approximation
algorithms were given in [12]. The problem of finding the cluster with m points and smallest
radius has also been addressed extensively. Such problems have been given for squares and for
circles, see for instance [8, 9, 16].

A recent approach to geographic clustering is given by Gudmundsson et al. [11]. The basic
assumption is that in certain situations, there are regions where points can occur and regions
where they cannot occur, and therefore a subset of points is a cluster if (i) the subset is large
enough, (ii) the region has small enough radius, and (iii) the area where points can occur is small
enough. The situation corresponds to nesting locations of sea birds on a group of islands, since
nests cannot be in the water. Note that the Euclidean distance is still valid in this situation.

Problems concerning the geodesic distance with respect to a simple polygon have been studied
mostly in the past. Among them are the computation of the geodesic center of a given simple
polygon, and its geodesic diameter [4, 23]. Given a simple polygon P with n edges in the plane and
a set of point sites in its interior or on its perimeter, Aronov [3] studied computing the Voronoi
diagram of the set of sites with respect to geodesic distance.

Results of this paper. We solve our cluster reporting problem using geodesic distances inside
a polygon by inverting the problem: we generate boundaries of radius-r geodesic disks centered at
the points of S, and find points that lie inside at least m geodesic disks. A geodesic disk GD(p, r)
with radius r and center p is the set of points in P that have a geodesic distance ≤ r from p. It
is easy to see that a geodesic disk is a shape that is bounded by circular arcs (not necessarily of
the same radius) and pieces of the perimeter of P (see Figure 2). The main problem that arises
is the computation of the N geodesic disks of the points of S inside polygon P . We present an
output-sensitive algorithm for this problem that runs in O((n + (kn)

2
3 + k) logc n) time for some

constant c and output size k. Note that k = Ω(N) and O(n · N). To appreciate this result, note
that a direct approach to computing a geodesic disk would treat each point p ∈ S separately
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Figure 2: Boundary of a geodesic disk in a simple polygon. The dotted circle is a normal radius-r
circle.

by computing the shortest path tree of p inside P , and then determining the circular arcs and
boundary parts inside each funnel [13]. This procedure takes O(n) time per geodesic disk, and
O(n · N) time in total. In our application we expect k to be significantly smaller than Θ(n · N),
hence the objective to design an output-sensitive algorithm.

Overview of this paper. The remainder of this paper is organized as follows. Section 2 gives
the general algorithm to compute a geodesic disk in an output-sensitive manner. It is based on
two data structures, which are presented in Section 3. In Section 4 we show how to produce the
geodesic disk boundaries from the output of the queries. The analysis of the algorithm is given in
Section 5, and Section 6 shows how the geodesic clusters are determined.

2 A query algorithm to compute a geodesic disk boundary

Let S = {p1, p2, · · · , pN} be a set of N points inside or on the perimeter of a simple polygon
P = {v1, v2, · · · vn} whose n vertices are given in clockwise order. For a fixed real number r, we
present an algorithm that computes all geodesic disks GD(pi, r), for i = 1, . . . , N .

The boundary of P is denoted as ∂P . For two vertices vi, vj ∈ ∂P , let ∂P [vi, vj ] be the part

of boundary of P in clockwise order from vi to vj . A ray
−→

pvi is a half line which starts at p and

goes through vi. For a point p in P that is visible from vi, vj , we have two rays
−→

pvi and
−→

pvj . We

use wedge(p, vi, vj) to denote the wedge which starts from ray
−→

pvi and rotates around p clockwise

until it reaches ray
−→

pvj . Before illustrating our algorithm to compute a geodesic disk GD(p, r) in
P , we assume there exist two query algorithms that use preprocessed data structures. We will
discuss the details of the data structures and query algorithms in Section 3.

1. CLSF(p, vi, vj): the inputs are a point p in P and two vertices vi, vj of P , where p can see
vi, vj . The query reports the closest line segment or vertex from p among the line segments
and vertices of ∂P [vi, vj ] that are visible from p. If the output is a vertex, then we can use
either line segment which is on ∂P [vi, vj ] and is incident to that vertex as the output.

2. FVSP(p, vi): the inputs are a point p in P and a vertex vi of P , the query reports the first
vertex of the shortest path from p to vi.

The inputs of the algorithm GD(p, vi, vj , r
′) are a point p inside P , two vertices vi, vj of P

such that p is visible to vi, vj , and the radius r′. The output is the set of line segments of ∂P [vi, vj ]
such that the shortest path distances from p to those line segments are ≤ r′. To compute the
geodesic disk itself, some straightforward extra work is needed; this is deferred to section 4. At
the beginning, p is some point of S, r′ = r, and vi = vj , where vi is a vertex of P that is visible to
p, which means the query range is the whole boundary of P . The algorithm runs as follows: using
CLSF(p, vi, vj) we find the closest line segment from p among all line segments of ∂P [vi, vj ]. Let
that closest line segment be vqvq+1. If the distance from p to vqvq+1 is larger than r, then we are
done. Otherwise vqvq+1 is reported and there exists a closest point a ∈ vqvq+1.
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Lemma 1 The closest point a to p (by geodesic distance in P ) of the line segment reported by
CLSF(p, vi, vj) is visible from p.

Proof. Suppose the line segment [vq, vq+1] is reported by CLSF(p, vi, vj) and the closest point of
[vq, vq+1] to p is a. If a is not visible from p, then the first vertex vb of the shortest path from p
to a is inside or on the boundary of wedge(p, vi, vj) and vb ∈ ∂P [vi, vj ]. So there is at least one
line segment [vb, vb+1] or [vb−1, vb] which is ∈ ∂P [vi, vj ] that is closer to p than [vq, vq+1].

We assume without loss of generality that a is vertically above p (see Figure 3). The shortest
path from p to vq is a convex chain and its vertices are vertices of P . Let this convex chain be
pvl1vl2vl3 . . .vlkvq. We know that pvl1vl2vl3 . . . vlkvq is on the left side of the line though p, a.
Similarly, we have the shortest path from p to vq+1 which is a convex chain pvh1

vh2
vh3

. . . vh
k′

vq+1

on the right side of the line through p, a.
∂P [vi, vj ] is partitioned into several parts: ∂P [vi, vl1 ], ∂P [vl1 , vl2 ], ∂P [vl2 , vl3 ], . . . , ∂P [vlk , vq],

∂P [vq+1, vh
k′

], . . . , ∂P [vh2
, vh1

], ∂P [vh1
, vj ]; see Figure 3. They give rise to subproblems that

we solve sequentially and recursively. Since the subproblems on the left are the same as those
on the right, we discuss the situation on the left. First, we solve subproblems GD(p, vi, vl1 , r)
and GD(p, vh1

, vj , r) recursively. For all other parts ∂P [vl1 , vl2 ], ∂P [vl2 , vl3 ], . . . , ∂P [vlk , vq], as
long as the shortest path distance from p to vlt (1 ≤ t ≤ k) is < r, we solve the subproblem
GD(vlt , vlt+1, vlt+1

, r− (|pvl1 |+ · · ·+ |vlt−1
vlt |)) recursively. We don’t need to compute the whole

shortest path from p to vq. We only need to find pvl1 by FVSP(p, vq). If the distance from p to
vl1 is < r, then we find vl1vl2 by FVSP(vl1 , vq), and so on.

There is one special case. If the output of CLSF(p, vi, vj) is vi or vj , then there are two cases:
(assume that vi is the one reported by CLSF(p, vi, vj))

1. If vi+1 is inside wedge(p, vi, vj), then the algorithm continues normally.

2. If vi+1 is outside wedge(p, vi, vj), then we need to do a ray shooting query with
−→

pvi. Suppose
−→

pvi first hits vkvk+1, which is a line segment of ∂P [vi, vj ]. Then the shortest paths from p
to vk and vk+1 separate ∂P [vi, vj ] into several subparts and the problem becomes several
subproblems. We can solve those subproblems sequentially and recursively as above.

Pvq−1 vq+2

vl1−1

vl2−1

vh1−1

a

p

vq
vq+1vl2+1

vl2

vl1+1

vl1

vh1+1

vh1

vj

vi

Figure 3: Illustration of the algorithm.

Lemma 2 The algorithm GD(p, vi, vj , r
′) reports all line segments of ∂P [vi, vj ] that have geodesic

distance at most r′ from p at most once, and vertices at most twice.

Proof. All recursive problems use a partition of the boundary into disjoint parts, except at the
vertices vl1vl2vl3 ...vlk and vh1

vh2
vh3

...vh
k′

vq+1 themselves. In all recursive problems of the form
GD(vlt , vlt+1, vlt+1

, r′ − (|pvl1 | + · · · + |vlt−1
vlt |)), all line segments of ∂P [vlt+1, vlt+1

] will have
vl1 , . . . , vlt as the last vertices on the geodesic shortest path to p. Hence the recursive problem
statements are valid.
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3 Data structures for CLSF and FVSP

In this section we describe the two data structures and query algorithms needed in the algorithm
for geodesic disks. We also used a ray shooting data structure; this is standard with O(log n)
query time in preprocessed simple polygons [7].

3.1 Closest boundary point in subpolygon queries

In this section we discuss how to find, for a given query point p and two vertices vi and vj of a
simple polygon P , the point of the boundary of P between vi and vj that is closest to p. Vertices
vi and vj can also be the answer to the query. We assume that pvi and pvj lie completely inside
P (in other words: p sees vi and vj). To compute geodesic disks, we only need to solve the query
problem with this restriction. The closest point q that is found must also be such that segment
pq lies inside P .

Assume that some point q on the boundary of P between vi and vj is the point closest to p.

Because pq lies inside P and p sees vi and vj , the angle of
−→

pq must be between the angles of
−→

pvi

and
−→

pvj .
Without the restriction that pq must be inside P , we could have built a binary search tree T on

v1, . . . , vn, and construct a Voronoi diagram preprocessed for planar point location as associated
structure with every internal node of T . A query would be answered by determining the search
paths in T to vi and vj , and for all maximal subtrees strictly between these search paths, query
the associated structure. But then a point may be found that does not see p inside the whole
polygon P (see Figure 4).

p

vi

vj

case 3

case 2

case 4

P
W

Figure 4: Edges of P of cases 2, 3, and 4 (cases 3 and 4 are shown thicker). Note that the vertex
of ∂P [vi, vj ] closest to p, the square, is not in W .

The solution is to adapt the data structure so that we only query inside the wedge W bounded
by the rays

−→

pvi and
−→

pvj . We have to take care to treat edges that lie partially inside this wedge
correctly. We use five different data structures to handle all cases. In each case the main tree T
is a binary search tree on v1, . . . , vn, and the final associated structure is a planar point location
structure on some Voronoi diagram. The first few associated structures (levels between the main
tree and the point location structure) allow us to select the vertices or edges to which the case
applies [1, 2]. The five cases are the following.

• Case 1: vertices inside W .

• Case 2: edges of which both endpoints lie inside W .

• Case 3: edges that intersect the ray
−→

pvi, have one endpoint inside W , and whose angle with
−→

pvi is less than π/2, measured inside the wedge and closer to p (see Figure 4).

• Case 4: edges that intersect the ray
−→

pvj , have one endpoint inside W , and whose angle with
−→

pvj is less than π/2, measured inside the wedge and closer to p (see Figure 4).
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• Case 5: edges that intersect both rays
−→

pvi and
−→

pvj , and both angles are less than π/2.

For the first case we use a partition tree as the main tree. For the second case we use two
levels of partition trees. We treat the third case in more detail, the fourth case is the same and
the fifth case can be treated in the same manner.

For the third case, let T be the main tree with v1, . . . , vn in the leaves. An internal node µ
corresponds to a subchain ∂P [vs, vt]. Let Eµ = {vsvs+1, . . . , vt−1vt} be the edges in this subchain.
To be able to select all edges that have one endpoint in the wedge W we take one endpoint of each
edge and use a partition tree as the second level structure. To select the edges that intersect

−→

pvi

among these, we store the other endpoints in a partition tree as well as the third level structure,
and the points dual to the supporting lines of the edges as the fourth level structure. In the fifth
level structure we select further on the angle condition. This can be done using a binary search
tree on the orientations of the edges. The sixth and last level structure is the point location
structure on the Voronoi diagram of the edges. The fourth and fifth cases use similar multi-level
trees.

For any query wedge, we can use the levels of the tree to select the edges for which each of the
cases apply, and query in the Voronoi diagram to find the closest one. Each of the five cases may
give an answer, and we can simply take the closest one as the actual closest vertex or edge. All
structures use storage O(n logc n) and query time O(

√
n logc n) for some constant c. Combinations

of cutting trees and partition trees allow us to get faster query times at the expense of storage
and preprocessing [1, 2]. For any n ≤ m ≤ n2, we can get storage and preprocessing time of
O(m logc n) and query time O((n/

√
m) logc n).

3.2 First vertex of the shortest path queries

We partition P into O(n) geodesic triangles in O(n) time [7]. The three vertices of a geodesic
triangle are vertices of P . The three edge chains are three shortest concave paths inside P . In
[7] Chazelle et al. show that any line segment interior to P crosses at most O(log n) geodesic
triangles. So the line segment pa in Figure 3 crosses at most O(log n) geodesic triangles. We
observe two properties about the intersections of pa with those O(log n) geodesic triangle edge
chains.

Lemma 3 pa only intersects each geodesic triangle edge chain at most once.

Proof. Since each geodesic triangle edge chain is a shortest path inside P and pa is a line segment
inside P , a shortest path inside P intersects any line segment inside P at most once. Therefore
pa only intersects each geodesic triangle edge chain at most once.

Lemma 4 pa intersects at most two edge chains of one geodesic triangle.

Proof. Suppose pa intersects all three edge chains of a geodesic triangle. Since all three geodesic
triangle edge chains are concave paths inside P , pa must intersect one of edge chains twice, which
contradicts Lemma 3.

Suppose pa crosses a geodesic triangle bcd. According to Lemmas 3 and 4, pa intersects one
(if p is inside bcd) or two edge chains of bcd and pa only intersects those intersected edge chains
once. For an intersected edge chain, suppose the intersected line segment is xx′ and x is on the
left side of pa and x′ is on the right side of pa. Then x is a candidate for the first vertex of the
shortest path from p to vq, and x′ is a candidate for first vertex of the shortest path from p to
vq+1. For a non-intersected edge chain, the vertex on a tangent line through p to this edge chain
is also a candidate for the first vertex of the shortest path from p to vq, provided the edge chain
is on the left side of pa, and symmetrically, a non-intersected edge chain right of pa may provide
a candidate for the first vertex of the shortest path from p to vq+1. We explain those two cases
by focusing on one edge chain b–c:
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1. pa intersects the edge chain b–c, see Figure 5(a). Suppose the line segment of the edge chain
from b to c intersecting pa is b′b′′, and b′ is on the same side of the line through p and a as
vq. Then b′ is the only possible vertex from b–c that can be the first vertex of the shortest
path from p to vq. Given the edge chain b–c, we can find b′ in O(log n) time.

p

a

b

c d

vq
vq+1

b′

b′′

p

a

b

c d

vq vq+1

(a) (b)

b′

Figure 5: (a) pa intersects the edge chain b–c. b′ is the candidate for FVSP(p, vq). (b) pa does
not intersect the edge chain b–c. The tangent point b′ is the candidate for FVSP(p, vq).

2. pa does not intersect the edge chain b–c and b–c is on the same side of the line through p
and a as vq, see Figure 5(b). The only candidate for the first vertex from p to vq on the edge
chain b–c is the vertex on a line through p that is tangent to the edge chain b–c. Given the
edge chain b–c, we can find that tangent vertex in O(log n) time.

Any geodesic triangle intersecting pa gives at most three candidate vertices. To decide whether
a candidate vertex y is the first vertex of the shortest path from p to vq, we do a ray shooting

query with
−→

py . The first vertex of the shortest path from p to vq is y if and only if py does not

intersect any other line segment of ∂P and the first intersection point of
−→

py after y with ∂P is on
vqvq+1. This can also be tested in O(log n) time. Since there are O(log n) geodesic triangles we
need to check, the total running time of FVSP(p, vq) is O(log2 n).

4 Computing the geodesic disk boundary

The algorithm as presented so far finds the set of edges of P that have some point at geodesic
distance at most r from p, and a set of circular arcs that contain points at geodesic distance
exactly r from p. To determine the boundary of the geodesic disk itself, we must combine this
information into a simple polygon that has straight edges and circular arcs. Whenever an edge
vqvq+1 is detected to be part of the boundary of the geodesic disk, we have the point p (or a vertex
of P ) which is the query center, and we have a wedge W in which the circular arc of radius r is
valid. The following cases can be distinguished (we only treat the case of the left of the closest
point a, like in Section 2):

• If vqvq+1 intersects the circular arc inside W , then we have found the (left) intersection point
on vqvq+1 that gives a vertex of the geodesic disk.

• If vqvq+1 does not intersect the circular arc inside W , but W contains all of vqvq+1 left of
point a, then all of vqa is part of the boundary of the geodesic disk.

• Otherwise, we repeat the above tests iteratively with vl1 , vl2 , . . ., until we either find an
intersection point left of a, or discover that all of vqa is part of the boundary of the geodesic
disk.
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p

vl1

vl2

vq
vq+1

Figure 6: Finding the intersection points of the edges of P with the circular arcs that form the
geodesic disk boundary.

In Figure 6, the edge vqvq+1 is found when p was the query center. The dashed lines show
the wedge in which p is valid as an arc center, and we test whether the edge vqvq+1 intersects the
circular arc inside the wedge. In the figure we only find the intersection point (square) when we
test with vl2 .

The tests can easily be integrated into the algorithm that finds the edges of P within geodesic
distance r. Hence, the algorithm can also determine the boundary of the geodesic disk centered
at p.

5 Complexity analysis

If the output size of N geodesic disks is O(k), then the algorithm will perform O(k) FVSP and
CLSF queries. The preprocessing is O(n) time, plus the time needed to build the multi-level trees
of Subsection 3.1. We observed that a preprocessing time/query time trade-off exists: O(m logc n)
preprocessing time leads to O((n/

√
m) logc n) query time. Assume we know k in advance. Then

we can choose m to be such that the total query time and preprocessing time are of the same
order: k · (n/

√
m) logc n = m logc n, giving m = (kn)

2
3 (provided n ≤ m ≤ n2).

Unfortunately, the output size k is not known, so we can not balance query time and pre-
processing time easily. To overcome this problem, we will guess k, run the algorithm, and if it
turns out that the guess was too low, we double our guess of k and start again: We build a data
structure with slightly higher preprocessing time and slightly faster queries. Our initial guess is
k′ = max(n

1
3 , 2N), since we know that k ≥ N . Since we also know that k ≤ n ·N , we will restart

the algorithm at most log2 n times. The running time is O((n+(k′n)
2
3 +k′) logc n) in each round.

Summation over the rounds yields O((n + (kn)
2
3 + k) logc n) time, for some constant c.

The adaptations made to find the boundaries of the geodesic disks themselves do not influence
the asymptotic running time.

Theorem 1 Given a simple polygon P with n vertices, a set S of N points inside P , and a positive
real r, all N geodesic disks centered at the points of S can be computed in O((n+(kn)

2
3 +k) logc n)

time, for some constant c, where k is the total boundary complexity of the geodesic disks.

6 Geodesic clustering in a simple polygon

In this section, we will show how to solve the geodesic clustering problem: given a simple polygon
P with n edges, a set S of N points inside P , a radius r, and a subset size m, find all geodesic
disks with radius r which contain at least m points of S. We define a geodesic cluster center as a
point p in P such that GD(p, r) contains at least m points of S. We define two cluster centers to
be distinct if they contain different subsets of S, otherwise they are equivalent.
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We compute N geodesic disks with the algorithm described before. Suppose the complexity
of the N geodesic disks is O(k); recall that k = Ω(N) and k = O(n · N). We can compute the
arrangement of the geodesic disks in O(k log k + K) time and O(k + K) space, where K is the
number of intersection points in the arrangement [14]. Since any two geodesic disk boundaries
can have at most two proper intersections, K = O(k + N2). One can expect that for the cluster
reporting application, K is considerably smaller than quadratic in N .

After building the arrangement, we determine for each cell by how many geodesic disks it is
covered. For one cell we do this brute-force in O(k) time. After that, we do an arrangement
traversal (e.g., depth-first) to visit all cells. If we cross a cell boundary that adds a geodesic disk
to the cover, we put a one higher value in the cell, and otherwise we put a one lower value in the
cell. Hence, entering an adjacent cell and determining the value takes only O(1) time. Therefore,
the whole traversal takes time linear in the number of cells.

Reporting all distinct cluster centers comes down to identifying the cells with value at least m.
All points inside such a cell are equivalent cluster centers.

Theorem 2 Given a simple polygon P with n vertices, a set S of N points inside P , a positive
real r, and a positive integer m, all distinct cluster centers can be reported in O((n + (kn)

2
3 +

k) logc n + k log k + K) time, for some constant c, where k is the total boundary complexity of the
geodesic disks, and K is the number of intersection points in the arrangement of N geodesic disks.

7 Conclusions

The main contribution of this paper is a new algorithm to determine N geodesic disks inside a
simple polygon with n vertices. Instead of treating every point separately, we use preprocessed
data structures, which made it possible to develop an output-sensitive algorithm for computing
the geodesic disks. If the output size is k, then the running time is O((n+(kn)

2
3 +k) logc n) time,

for some constant c. We used this algorithm to solve a cluster reporting problem: find all subsets
of the points of at least some size that lie inside a geodesic disk with radius at most a specified
value.

Although the geodesic disk algorithm is output-sensitive, the cluster reporting algorithm is
not in the true sense. It is an open problem to determine clusters with a truely output-sensitive
algorithm. Also, the output-sensitive algorithm for geodesic disks does not have the desired
running time of the form O(f(n) + k) or O(f(n) + k log n), where k is the output size and f(n) =
o(n · N). It is also an open problem to find such an algorithm. An important extension of our
research is to deal with polygons that have holes, or, a set of polygonal obstacles. It is unclear
how to design any output-sensitive algorithm for this case.
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