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#### Abstract

We consider problems on data sets where each data point has uncertainty described by an individual probability distribution. We develop several frameworks and algorithms for calculating statistics on these uncertain data sets. Our examples focus on geometric shape fitting problems. We prove approximation guarantees for the algorithms with respect to the full probability distributions. We then empirically demonstrate that our algorithms are simple and practical, solving for a constant hidden by asymptotic analysis so that a user can reliably trade speed and size for accuracy.


## 1 Introduction

This paper deals with data sets where each "data point" is actually a distribution of where a data point may be. We focus on geometric problems on this data, however, many of the ideas, data structures, and algorithms extend to non-geometric problems. Since the input data we consider has uncertainty, given by probability distributions, we argue that computing exact answers may not be worth the effort. Furthermore, many problems we consider may not have compact closed form solutions. As a result, we produce approximate answers.

## Sensed Data

In gathering data there is a trade-off between quantity and accuracy. The drop in the price of hard drives and other storage costs has shifted this balance towards gathering enormous quantities of data, yet with noticeable and sometimes intentional imprecision. However, often as a benefit from the large data sets, models are developed to describe the pattern of the data error.

Let us take as an example Light Detection and Ranging (LIDAR) data gathered for Geographic Information Systems (GIS) [27], specifically height values at millions of locations on a terrain. Each data point $(x, y, z)$ has an $x$-value (longitude), a $y$-value (latitude), and a $z$-value (height). This data set is gathered by a small plane flying over a terrain with a laser aimed at the ground measuring the distance from the plane to the ground. Error can occur due to inaccurate estimation of the plane's altitude and position or artifacts on the ground distorting the laser's distance reading. But these errors are well-studied and can be modeled by replacing each data point with a probability distribution of its actual position. Greatly simplifying, we could represent each data point as a 3 -variate normal distribution centered at its recorded value.

Similarly, large data sets are gathered and maintained for many other applications. In robotic mapping [39, 16] error models are provided for data points gathered by laser range finders and other sources. In data mining $[1,5]$ original data (such as published medical data) are often perturbed by a known model to preserve anonymity. In spatial databases [20, 37, 13] large data sets may be summarized as probability distributions to store them more compactly. Sensor networks [15] stream in large data sets collected by cheap and thus inaccurate sensors. In protein structure determination [35] every atom's position is imprecise due to inaccuracies in reconstruction techniques and the inherent flexibility in the protein. In summary, there are many large data sets with modeled errors and dynamic updates.

However, much raw data is not immediately given as a set of probability distributions, rather as a set of points, each essentially drawn from a probability distribution itself. Approximate algorithms may treat this data as exact, construct an approximate answer, and then postulate that since the raw data is not exact and has inaccuracies, the approximation errors made by the algorithm may be similar to the inaccuracies of the imprecise input data. This is a very dangerous postulation, as demonstrated by the following example.

Example. Consider a robot trying to determine the boundary of a convex room. Its strategy is to use a laser range finder to get data points on objects in the room (hopefully boundary walls), and then take the convex hull of these points.

However, large errors may occur if the room has windows; a few laser scans may not bounce off the window, and thus return data points (say, 100 meters) outside the room. Standard techniques (e.g., $\alpha-$ kernels) would include those points in the convex hull, but may allow some approximation (say, up to 10 meters). Hence, the outlier data points could still dramatically warp the shape of the room, outside the error tolerance.

However, an error model on these outlier data points, through regression to the mean, would assign some probability to them being approximately correct and some probability to them actually being inside (or much closer to) the true room. An algorithm which took this error model into account would assign some
probability of a shape near the true room shape and some probability to the oblong room that extends out through the window.
It is clear from this example, that an algorithm can only provide answers as good as the raw data and the models for error on that data. This paper is not about how to construct error models, but how to take error models into account. While many existing algorithms produce approximations with respect only to the raw input data, algorithms in this paper approximate with respect to the raw input data and the error models associated with them.

Other geometric error models. The input for a typical computational geometry problem is a set $P$ of $n$ points in $\mathbb{R}^{2}$, or more generally $\mathbb{R}^{d}$. Traditionally, such a set of points is assumed to be known exactly, and indeed, in the 1980s and 1990s such an assumption was often justified because much of the input data was hand-constructed for computer graphics or simulations. However, in many modern applications the input is sensed from the real world, and such data is inherently imprecise. Therefore, there is a growing need for methods that are able to deal with imprecision.

An early model to quantify imprecision in geometric data, motivated by finite precision of coordinates, is $\varepsilon$-geometry, introduced by Guibas et al. [18]. In this model, the input is given by a traditional point set $P$, where the imprecision is modeled by a single extra parameter $\varepsilon$. The true point set is not known, but it is certain that for each point in $P$ there is a point in the disk of radius $\varepsilon$ around it. This model has proven fruitful and is still often used due to its simplicity. To name a few examples, Guibas et al. [19] define strongly convex polygons: polygons that are guaranteed to stay convex, even when the vertices are perturbed by $\varepsilon$. Bandyopadhyay and Snoeyink [7] compute the set of all potential simplices in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$ that could belong to the Delaunay triangulation. Held and Mitchell [23] and Löffler and Snoeyink [28] study the problem of preprocessing a set of imprecise points under this model, so that when the true points are specified later some computation can be done faster.

A more involved model for imprecision can be obtained by not specifying a single $\varepsilon$ for all the points, but allowing a different radius for each point, or even other shapes of imprecision regions. This allows for modeling imprecision that comes from different sources, independent imprecision in different dimensions of the input, etc. This extra freedom in modeling comes at the price of more involved algorithmic solutions, but still many results are available. Nagai and Tokura [32] compute the union and intersection of all possible convex hulls to obtain bounds on any possible solution, as does Ostrovsky-Berman and Joskowicz [33] in a setting allowing some dependence between points. Van Kreveld and Löffler [40] study the problem of computing the smallest and largest possible values of several geometric extent measures, such as the diameter or the radius of the smallest enclosing ball, where the points are restricted to lie in given regions in the plane. Kruger [25] extends some of these results to higher dimensions.

These models, in general, give worst case bounds on error, for instance upper and lower bounds on the radius of the minimum enclosing ball. When the error is derived entirely from precision errors, this information can be quite useful (as much of theoretical computer science is based on worst case bounds). However, when data is sensed, the maximum error range used as input are often manufactured by truncating a probability distribution, so the probability that a point is outside that range is below some threshold. Since the above models usually produce algorithms and answers very dependent on boundary cases, these artificial (and sometimes arbitrary) thresholds play large roles in the answers. Furthermore, the true location of the data points are often not near the boundary of the error range, but near the center. Hence, it makes more sense to use the original probability distributions, and then if needed, we can apply a threshold based on probability to the final solution. This ensures that the truncation errors have not accumulated.

This paper studies the computation of extent measures on uncertain point sets governed by probability distributions. Unsurprisingly, directly using the probability distribution error model creates harder algorithmic problems, and many questions may be impossible to answer exactly under this model. But since the
data is imprecise to begin with, it is also reasonable to construct approximate answers. Our algorithms have approximation guarantees with respect to the original distributions, not an approximation of them. This model of uncertain data has been studied in the database community but for different types of problems (e.g. indexing [38, 24] and nearest neighbor[12]) and approximation guarantees. We focus on computing statistics on uncertain point sets, specifically shape fitting problems in a way that allows the uncertain data problem to be reduced to well-studied techniques on discrete point sets.

### 1.1 Problem Statement

Let $\mu_{p}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$describe the probability distribution of a point $p$ where the integral $\int_{q \in \mathbb{R}^{d}} \mu_{p}(q) d q=1$. Let $\mu_{P}: \mathbb{R}^{d} \times \mathbb{R}^{d} \times \ldots \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$describe the distribution of a point set $P$ by the joint probability over each $p \in P$. For brevity we write the space $\mathbb{R}^{d} \times \ldots \times \mathbb{R}^{d}$ as $\mathbb{R}^{d n}$. For this paper we will assume $\mu_{P}\left(q_{1}, q_{2}, \ldots, q_{n}\right)=\prod_{i=1}^{n} \mu_{p_{i}}\left(q_{i}\right)$, so the distribution for each point is independent, although this restriction can be easily circumvented.

Given a distribution $\mu_{P}$ we ask a variety of shape fitting questions about the uncertain point set. For instance, what is the radius of the smallest enclosing ball or what is the smallest axis-aligned bounding box of an uncertain point set. In the presence of imprecision, the answer to such a question is not a single value or structure, but also a distribution of answers. The focus of this paper is not just how to answer such shape fitting questions about these distributions, but how to concisely represent them. As a result, we introduce two types of approximate distributions as answers, and a technique to construct coresets for these answers.
$\varepsilon$-Quantizations. Let $f: \mathbb{R}^{d n} \rightarrow \mathbb{R}^{k}$ be a function on a fixed point set. Examples include the radius of the minimum enclosing ball where $k=1$ and the width of the minimum enclosing axis-aligned rectangle along the $x$-axis and $y$-axis where $k=2$. Define the "dominates" binary operator $\preceq$ so that $\left(p_{1}, \ldots, p_{k}\right) \preceq$ $\left(v_{1}, \ldots, v_{k}\right)$ is true if for every coordinate $p_{i} \leq v_{i}$. Let $\mathbb{X}_{f}(v)=\left\{Q \in \mathbb{R}^{d n} \mid f(Q) \preceq v\right\}$. For a query value $v$ define,

$$
F_{\mu_{P}}(v)=\int_{Q \in \mathbb{X}_{f}(v)} \mu_{P}(Q) d Q .
$$

Then $F_{\mu_{P}}$ is the cumulative density function of the distribution of possible values that $f$ can take ${ }^{1}$. Ideally, we would return the function $F_{\mu_{P}}$ so we could quickly answer any query exactly, however, it is not clear how to calculate $F_{\mu_{P}}(v)$ exactly for even a single query value $v$. Rather, we introduce a data structure, which


Figure 1: (a) The true form of a monotonically increasing function from $\mathbb{R} \rightarrow \mathbb{R}$. (b) The $\varepsilon$-quantization $R$ as a point set in $\mathbb{R}$. (c) The inferred curve $h_{R}$ in $\mathbb{R}^{2}$. (d) Overlay of the two images.
we call an $\varepsilon$-quantization, to answer any such query approximately and efficiently, illustrated in Figure 1 for $k=1$. An $\varepsilon$-quantization is a point set $R \subset \mathbb{R}^{k}$ which induces a function $h_{R}$ where $h_{R}(v)$ describes the fraction of points in $R$ that $v$ dominates. Let $R_{v}=\{r \in R \mid r \preceq v\}$. Then $h_{R}(v)=\left|R_{v}\right| /|R|$. For an isotonic (monotonically increasing in each coordinate) function $F_{\mu_{P}}$ and any value $v$, an $\varepsilon$-quantization, $R$, guarantees that

$$
\left|h_{R}(v)-F_{\mu_{P}}(v)\right| \leq \varepsilon
$$

More generally (and, for brevity, usually only when $k>1$ ), we say $R$ is a $k$-variate $\varepsilon$-quantization. An example of a 2 -variate $\varepsilon$-quantization is shown in Figure 2. The space required to store the data structure for $R$ is dependent only on $\varepsilon$ and $k$, not on $|P|$ or $\mu_{P}$.


Figure 2: (a) The true form of a 2-variate function. (b) The $\varepsilon$-quantization $R$ as a point set in $\mathbb{R}^{2}$. (c) The inferred surface $h_{R}$ in $\mathbb{R}^{3}$. (d) Overlay of the two images.
$(\varepsilon, \delta, \alpha)$-Kernels. Rather than compute a new data structure for each measure we are interested in, we can also compute a single data structure (a coreset) that allows us to answer many types of questions. For an isotonic function $F_{\mu_{P}}: \mathbb{R}^{+} \rightarrow[0,1]$, an $(\varepsilon, \alpha)$-quantization data structure $M$ describes a function $h_{M}$ : $\mathbb{R}^{+} \rightarrow[0,1]$ so for any $x \in \mathbb{R}^{+}$, there is an $x^{\prime} \in \mathbb{R}^{+}$such that (1) $\left|x-x^{\prime}\right| \leq \alpha x$ and (2) $\left|h_{M}(x)-F_{\mu_{P}}\left(x^{\prime}\right)\right| \leq$ $\varepsilon$. An $(\varepsilon, \delta, \alpha)$-kernel is a data structure that can produce an $(\varepsilon, \alpha)$-quantization, with probability at least $1-\delta$, for $F_{\mu_{P}}$ where $f$ measures the width in any direction and whose size depends only on $\varepsilon, \alpha$, and $\delta$. The notion of $(\varepsilon, \alpha)$-quantizations is generalized to a $k$-variate version, as are $(\varepsilon, \delta, \alpha)$-kernels, in Section 2.2.

Shape inclusion probabilities. A summarizing shape of a point set $P \subset \mathbb{R}^{d}$ is a Lebesgue-measureable subset of $\mathbb{R}^{d}$ that is determined by $P$. Examples include the smallest enclosing ball, the minimum-volume axis-aligned bounding box, or the convex hull. We consider some class of shapes $\mathcal{S}$ and the summarizing shape $S(P) \in \mathcal{S}$ is the shape from $\mathcal{S}$ that is optimized in some aspect with respect to $P$. For a family of summarizing shapes $\mathcal{S}$ we can study the shape inclusion probability function $s_{\mu_{P}}: \mathbb{R}^{d} \rightarrow[0,1]$ (or sip function), where $s_{\mu_{P}}(q)$ describes the probability that a query point $q \in \mathbb{R}^{d}$ is included in the summarizing shape ${ }^{2}$. There does not seem to be a closed form for many of these functions. Rather we calculate an $\varepsilon$-sip function $\hat{s}: \mathbb{R}^{d} \rightarrow[0,1]$ such that $\forall_{q \in \mathbb{R}^{d}}\left|s_{\mu_{P}}(q)-\hat{s}(q)\right| \leq \varepsilon$. The space required to store an $\varepsilon$-sip function depends only on $\varepsilon$ and the complexity of the summarizing shape.

### 1.2 Contributions

We describe simple and practical randomized algorithms for the computation of $\varepsilon$-quantizations, $(\varepsilon, \delta, \alpha)$ kernels, and $\varepsilon$-sip functions. Let $T_{f}(n)$ be the time it takes to calculate a summarizing shape of a set of $n$

[^0]points $Q \subset \mathbb{R}^{d}$, which generates a statistic $f(Q)$ (e.g., radius of smallest enclosing ball). We can calculate an $\varepsilon$-quantization of $F_{\mu_{P}}$, with probability at least $1-\delta$, in time $O\left(T_{f}(n)\left(1 / \varepsilon^{2}\right) \log (1 / \delta)\right)$. For univariate $\varepsilon$-quantizations the size is $O(1 / \varepsilon)$, and for $k$-variate $\varepsilon$-quantizations the size is $O\left(k^{2}(1 / \varepsilon) \log ^{2 k}(1 / \varepsilon)\right)$. We can calculate an $(\varepsilon, \delta, \alpha)$-kernel of size $O\left(\left(1 / \alpha^{(d-1) / 2}\right) \cdot\left(1 / \varepsilon^{2}\right) \log (1 / \delta)\right)$ in $O\left(\left(n+\left(1 / \alpha^{d-3 / 2}\right)\right)\left(1 / \varepsilon^{2}\right) \log (1 / \delta)\right)$ time. With probability at least $1-\delta$, we can calculate an $\varepsilon$-sip function of size $O\left(\left(1 / \varepsilon^{2}\right) \log (1 / \delta)\right)$ in time $O\left(T_{f}(n)\left(1 / \varepsilon^{2}\right) \log (1 / \delta)\right)$.
All of these randomized algorithms are simple and practical, as demonstrated by a series of experimental results. In particular, we show that the constant hidden by the big-O notation is in practice at most 0.5 for all algorithms.
This paper describes results for shape fitting problems for distributions of point sets in $\mathbb{R}^{d}$, in particular, we will use the smallest enclosing ball and the axis-aligned bounding box as running examples in the algorithm descriptions. The concept of $\varepsilon$-quantizations extends to many other problems with uncertain data. In fact, variations of our randomized algorithm will work for a more general array of problems.

### 1.3 Preliminaries: $\varepsilon$-Samples and $\alpha$-Kernels

$\varepsilon$-Samples. For a set $P$ let $\mathcal{A}$ be a set of subsets of $P$. In our context usually $P$ will be a point set and the subsets in $\mathcal{A}$ could be induced by containment in a shape from some family of geometric shapes. For some examples of $\mathcal{A}$, let $\mathcal{B}_{r}$ describe all subsets of $P$ determined by containment in some ball of radius $r$; let $\mathcal{R}_{d}$ describe all subsets of $P$ defined by containment in some $d$-dimensional axis-aligned box; let $\mathcal{H}$ describe all subsets of $P$ defined by containment in some halfspace. We use $\mathcal{A}$ generically to represent one such family of ranges.
The pair $(P, \mathcal{A})$ is called a range space. We say that $Q \subset P$ is an $\varepsilon$-sample of $(P, \mathcal{A})$ if

$$
\forall_{R \in \mathcal{A}}\left|\frac{\phi(R \cap Q)}{\phi(Q)}-\frac{\phi(R \cap P)}{\phi(P)}\right| \leq \varepsilon,
$$

where $|\cdot|$ takes the absolute value and $\phi(\cdot)$ returns the measure of a point set. In the discrete case $\phi(Q)$ returns the cardinality of $Q$. We say $\mathcal{A}$ shatters a set $S$ if every subset of $S$ is equal to $R \cap S$ for some $R \in \mathcal{A}$. The cardinality of the largest discrete set $S \subseteq P$ that $\mathcal{A}$ can shatter is known as the $V C$-dimension of $(P, \mathcal{A})$.
When $(P, \mathcal{A})$ has constant VC -dimension $\nu$, we can create an $\varepsilon$-sample $Q$ of $(P, \mathcal{A})$, with probability $1-\delta$, by uniformly sampling $O\left(\left(1 / \varepsilon^{2}\right)(\nu+\log (1 / \delta))\right)$ points from $P$ [41, 26]. There exist deterministic techniques to create $\varepsilon$-samples $[29,11]$ of size $O\left(\nu\left(1 / \varepsilon^{2}\right) \log (1 / \varepsilon)\right)$ in time $O\left(\nu^{3 \nu} n\left(\left(1 / \varepsilon^{2}\right) \log (\nu / \varepsilon)\right)^{\nu}\right)$. There exist $\varepsilon$-samples of smaller sizes [31], but direct, efficient constructions are not known. When $P$ is a point set in $\mathbb{R}^{d}$ and the family of ranges $\mathcal{Q}_{k}$ is determined by inclusion of convex shapes whose sides have one of $k$ predefined normal directions, such as the set of axis-aligned boxes, then an $\varepsilon$-sample for $\left(P, \mathcal{Q}_{k}\right)$ of size $O\left((k / \varepsilon) \log ^{2 k}(1 / \varepsilon)\right)$ can be constructed in $O\left(\left(n / \varepsilon^{3}\right) \log ^{6 k}(1 / \varepsilon)\right)$ time [34]. If $(P, \mathcal{A})$ has VC-dimension $\nu$, this also implies that $(P, \mathcal{A})$ contains at most $|P|^{\nu}$ sets.
For a range space $(P, \mathcal{A})$ the dual range space is defined $\left(\mathcal{A}, P^{*}\right)$ where $P^{*}$ is all subsets $\mathcal{A}_{p} \subseteq \mathcal{A}$ defined for an element $p \in P$ such that $\mathcal{A}_{p}=\{A \in \mathcal{A} \mid p \in A\}$. If $(P, \mathcal{A})$ has VC-dimension $\nu$, then $\left(\mathcal{A}, P^{*}\right)$ has VC-dimension $\leq 2^{\nu+1}$. Thus, if the VC-dimension of $\left(\mathcal{A}, P^{*}\right)$ is constant, then the VC-dimension of $(P, \mathcal{A})$ is also constant [30]. Hence, the standard $\varepsilon$-sample theorems apply to dual range spaces as well.
When we have a distribution $\mu: \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$, such that $\int_{x \in \mathbb{R}} \mu(x) d x=1$, we can think of this as the set $P$ of all points in $\mathbb{R}^{d}$, where the weight $w$ of a point $p \in \mathbb{R}^{d}$ is $\mu(p)$. Hence, if a point is randomly selected from $P$ proportional to its weight $w$, then it is equivalent to selecting a point at random from the distribution $\mu$. To simplify notation, we write $(\mu, \mathcal{A})$ as a range space where the ground set is this set $P=\mathbb{R}^{d}$ weighted by the distribution $\mu$.

Let $g: \mathbb{R} \rightarrow \mathbb{R}^{+}$be a function where $\int_{x=-\infty}^{\infty} g(x) d x=1$. We can create an $\varepsilon$-sample $Q_{g}$ of $\left(g, \mathcal{I}_{+}\right)$, where $\mathcal{I}_{+}$describes the set of all one-sided intervals of the form $(-\infty, t)$, so that

$$
\max _{t}\left|\int_{x=-\infty}^{t} g(x) d x-\frac{1}{\left|Q_{g}\right|} \sum_{q \in Q_{g}} 1(q<t)\right| \leq \varepsilon
$$

We can construct $Q_{g}$ of size $O\left(\frac{1}{\varepsilon}\right)$ by choosing a set of points in $Q_{g}$ so that the integral between two consecutive points is always $\varepsilon$. But we do not need to be so precise. Consider the set of $\lceil 2 / \varepsilon\rceil$ points $\left\{q_{1}^{\prime}, q_{2}^{\prime}, \ldots, q_{[2 / \varepsilon]}^{\prime}\right\}$ such that $\int_{x=-\infty}^{q_{i}^{\prime}}=i \varepsilon / 2$. Any set of $\lceil 2 / \varepsilon\rceil$ points $Q_{g}=\left\{q_{1}, q_{2}, \ldots, q_{[2 / \varepsilon\rceil}\right\}$ such that $q_{i}^{\prime} \leq q_{i} \leq q_{i+1}^{\prime}$ is an $\varepsilon$-sample.
$\alpha$-Kernels. Given a point set $P \in \mathbb{R}^{d}$ of size $n$ and a direction $u \in \mathbb{S}^{d-1}$, let $P[u]=\arg \max _{p \in P}\langle p, u\rangle$, where $\langle\cdot, \cdot\rangle$ is the inner product operator. Let $\omega(P, u)=\langle P[u]-P[-u], u\rangle$ describe the width of $P$ in direction $u$. We say that $K \subseteq P$ is an $\alpha$-kernel of $P$ if for all $u \in \mathbb{S}^{d-1}$

$$
\omega(P, u)-\omega(K, u) \leq \alpha \cdot \omega(P, u) .
$$

$\alpha$-kernels of size $O\left(1 / \alpha^{(d-1) / 2}\right)$ [3] can be calculated in time $O\left(n+1 / \alpha^{d-3 / 2}\right)$ [9, 42]. Computing many extent related problems such as diameter and smallest enclosing ball on the $\alpha$-kernel approximates the function on the original set [3, 2, 9, 10].

## 2 Randomized Algorithm for $\varepsilon$-Quantizations

We start with a general algorithm (Algorithm 2.1) which will be made specific in several places in the paper. We only assume that we can draw a random point from $\mu_{p}$ for each $p \in P$ in constant time; if the time depends on some other parameters, the time complexity of the algorithms can be easily adjusted.

```
Algorithm 2.1 Approximate \(\mu_{P}\) with regard to a family of shapes \(\mathcal{S}\) or function \(f_{\mathcal{S}}\)
    for \(i=1\) to \(m=O\left(\left(1 / \varepsilon^{2}\right)(\nu+\log (1 / \delta))\right)\) do
        for all \(p_{j} \in P\) do
            Sample \(q_{j}\) from \(\mu_{p_{j}}\).
        Set \(V_{i}=f_{\mathcal{S}}\left(\left\{q_{1}, q_{2}, \ldots, q_{n}\right\}\right)\).
    Reduce or Simplify the set \(\mathcal{V}=\left\{V_{i}\right\}_{i=1}^{m}\).
```


### 2.1 Algorithm for $\varepsilon$-Quantizations

For a function $f$ on a point set $P$ of size $n$, it takes $T_{f}(n)$ time to evaluate $f(P)$. We now construct an approximation to $F_{\mu_{P}}$ by adapting Algorithm 2.1 as follows. First draw a sample point $q_{j}$ from each $\mu_{p_{j}}$ for $p_{j} \in P$, then evaluate $V_{i}=f\left(\left\{q_{1}, \ldots, q_{n}\right\}\right)$. The fraction of trials of this process that produces a value dominated by $v$ is the estimate of $F_{\mu_{P}}(v)$. In the univariate case we can reduce the size of $\mathcal{V}$ by returning $2 / \varepsilon$ evenly spaced points according to the sorted order.

Theorem 2.1. Let $T_{f}(n)$ be the time it takes to compute $f(Q)$ for any point set $Q$ of size $n$. For a distribution $\mu_{P}$ of $n$ points, with success probability at least $1-\delta$, there exists an $\varepsilon$-quantization of size $O(1 / \varepsilon)$ for $F_{\mu_{P}}$, and it can be constructed in $O\left(T_{f}(n)\left(1 / \varepsilon^{2}\right) \log (1 / \delta)\right)$ time.

Proof. Because $F_{\mu_{P}}: \mathbb{R} \rightarrow[0,1]$ is an isotonic function, there exists another function $g: \mathbb{R} \rightarrow \mathbb{R}^{+}$such that $F_{\mu_{P}}(t)=\int_{x=-\infty}^{t} g(x) d x$ where $\int_{x \in \mathbb{R}} g(x) d x=1$. Thus $g$ is a probability distribution of the values of $f$ given inputs drawn from $\mu_{P}$. This implies that an $\varepsilon$-sample of $\left(g, \mathcal{J}_{+}\right)$is an $\varepsilon$-quantization of $F_{\mu_{P}}$, since both estimate within $\varepsilon$ the fraction of points in any range of the form $(-\infty, x)$.

By drawing a random sample $q_{i}$ from each $\mu_{p_{i}}$ for $p_{i} \in P$, we are drawing a random point set $Q$ from $\mu_{P}$. Thus $f(Q)$ is a random sample from $g$. Hence, using the standard randomized construction for $\varepsilon$-samples, $O\left(\left(1 / \varepsilon^{2}\right) \log (1 / \delta)\right)$ such samples will generate an $(\varepsilon / 2)$-sample for $g$, and hence an $(\varepsilon / 2)$-quantization for $F_{\mu_{P}}$, with probability at least $1-\delta$.

Since in an $(\varepsilon / 2)$-quantization $R$ every value $h_{R}(v)$ is different from $F_{\mu_{P}}(v)$ by at most $\varepsilon / 2$, then we can take an $(\varepsilon / 2)$-quantization of the function described by $h_{R}(\cdot)$ and still have an $\varepsilon$-quantization of $F_{\mu_{P}}$. Thus, we can reduce this to an $\varepsilon$-quantization of size $O(1 / \varepsilon)$ by taking a subset of $2 / \varepsilon$ points spaced evenly according to their sorted order.

We can construct $k$-variate $\varepsilon$-quantizations using the same basic procedure as in Algorithm 2.1. The output $V_{i}$ of $f_{\mathcal{S}}$ is $k$-variate and thus results in a $k$-dimensional point.

Theorem 2.2. Let $T_{f}(n)$ be the time it takes to compute $f(Q)$ for any point set $Q$ of size $n$. Given a distribution $\mu_{P}$ of $n$ points, with success probability at least $1-\delta$, we can construct a $k$-variate $\varepsilon$-quantization for $F_{\mu_{P}}$ of size $O\left(\left(k / \varepsilon^{2}\right)(k+\log (1 / \delta))\right)$ and in time $O\left(T_{f}(n)\left(1 / \varepsilon^{2}\right)(k+\log (1 / \delta))\right)$.

Proof. Let $\mathcal{R}_{+}$describe the family of ranges where a range $A_{p}=\left\{q \in \mathbb{R}^{k} \mid q \preceq p\right\}$. In the $k$-variate case there exists a function $g: \mathbb{R}^{k} \rightarrow \mathbb{R}^{+}$such that $F_{\mu_{P}}(v)=\int_{x \preceq v} g(x) d x$ where $\int_{x \in \mathbb{R}^{k}} g(x) d x=1$. Thus $g$ describes the probability distribution of the values of $f$, given inputs drawn randomly from $\mu_{P}$. Hence a random point set $Q$ from $\mu_{P}$, evaluated as $f(Q)$, is still a random sample from the $k$-variate distribution described by $g$. Thus, with probability at least $1-\delta$, a set of $O\left(\left(1 / \varepsilon^{2}\right)(k+\log (1 / \delta))\right)$ such samples is an $\varepsilon$-sample of $\left(g, \mathcal{R}_{+}\right)$, which has VC-dimension $k$, and the samples are also a $k$-variate $\varepsilon$-quantization of $F_{\mu_{P}}$.

We can then reduce the size of the $\varepsilon$-quantization $R$ to $O\left(\left(k^{2} / \varepsilon\right) \log ^{2 k}(1 / \varepsilon)\right)$ in $O\left(|R|\left(k / \varepsilon^{3}\right) \log ^{6 k}(1 / \varepsilon)\right)$ time [34] or to $O\left(\left(k^{2} / \varepsilon^{2}\right) \log (1 / \varepsilon)\right)$ in $O\left(|R|\left(k^{3 k} / \varepsilon^{2 k}\right) \cdot \log ^{k}(k / \varepsilon)\right)$ time [11], since the VC-dimension is $k$ and each data point requires $O(k)$ storage. However, we do not investigate the empirical performance of these deterministic algorithms in this paper. See [6] for an empirical study of alternatives to [11].

## $2.2(\varepsilon, \delta, \alpha)$-Kernels

The above construction works for a fixed family of summarizing shapes. In this section, we show how to build a single data structure, an $(\varepsilon, \delta, \alpha)$-kernel, for a distribution $\mu_{P}$ in $\mathbb{R}^{d}$ that can be used to construct $(\varepsilon, \alpha)$-quantizations for several families of summarizing shapes. In particular, an $(\varepsilon, \delta, \alpha)$-kernel of $\mu_{P}$ is a data structure such that in any query direction $u \in \mathbb{S}^{d-1}$, with probability at least $1-\delta$, we can create an $(\varepsilon, \alpha)$-quantization for the cumulative density function of $\omega(\cdot, u)$, the width in direction $u$. This data structure introduces a parameter $\alpha$, which deals with relative geometric error, in addition to the error parameter $\varepsilon$, which deals with relative counting error and error parameter $\delta$ which accounts for potential error due to randomization.

We follow the randomized framework described above as follows. The desired $(\varepsilon, \delta, \alpha)$-kernel $\mathcal{K}$ consists of a set of $m=O\left(\left(1 / \varepsilon^{2}\right) \log (1 / \delta)\right)(\alpha / 2)$-kernels, $\left\{K_{1}, K_{2}, \ldots, K_{m}\right\}$, where each $K_{j}$ is an $(\alpha / 2)$-kernel of a point set $Q_{j}$ drawn randomly from $\mu_{P}$. Given $\mathcal{K}$, with probability at least $1-\delta$ we can then create an $(\varepsilon, \alpha)$-quantization for the cumulative density function of width over $\mu_{P}$ in any direction $u \in \mathbb{S}^{d-1}$. Specifically, let $M=\left\{\omega\left(K_{j}, u\right)\right\}_{j=1}^{m}$.

Lemma 2.1. With probability at least $1-\delta, M$ is an $(\varepsilon, \alpha)$-quantization for the cumulative density function of the width of $\mu_{P}$ in direction $u$.

Proof. The width $\omega\left(Q_{j}, u\right)$ of a random point set $Q_{j}$ drawn from $\mu_{P}$ is a random sample from the distribution over widths of $\mu_{P}$ in direction $u$. Thus, with probability at least $1-\delta, m$ such random samples would create an $\varepsilon$-quantization. Using the width of the $\alpha$-kernels $K_{j}$ instead of $Q_{j}$ induces an error on each random sample of at most $2 \alpha \cdot \omega\left(Q_{j}, u\right)$. Then for a query width $w$, say there are $\gamma m$ point sets $Q_{j}$ that have width at most $w$ and $\gamma^{\prime} m \alpha$-kernels $K_{j}$ with width at most $w$; see Figure 3. Note that $\gamma^{\prime}>\gamma$. Let $\hat{w}=w-2 \alpha w$. For each point set $Q_{j}$ that has width greater than $w$ it follows that $K_{j}$ has width greater than $\hat{w}$. Thus the number of $\alpha$-kernels $K_{j}$ that have width at most $\hat{w}$ is at most $\gamma m$, and thus there is a width $w^{\prime}$ between $w$ and $\hat{w}$ such that the number of $\alpha$-kernels at most $w^{\prime}$ is exactly $\gamma m$.


Figure 3: $(\varepsilon, \alpha$ )-quantization $M$ (white circles) and $\varepsilon$-quantization $R$ (black circles) given a query width $w$.
Since each $K_{j}$ can be computed in $O\left(n+1 / \alpha^{d-3 / 2}\right)$ time, we obtain the following.
Theorem 2.3. We can construct an $(\varepsilon, \delta, \alpha)$-kernel for $\mu_{P}$ on $n$ points in $\mathbb{R}^{d}$ of size $O\left(\left(1 / \alpha^{(d-1) / 2}\right)\left(1 / \varepsilon^{2}\right)\right.$. $\log (1 / \delta))$ and in time $O\left(\left(n+1 / \alpha^{d-3 / 2}\right) \cdot\left(1 / \varepsilon^{2}\right) \log (1 / \delta)\right)$.
$k$-Dependent $(\varepsilon, \delta, \alpha)$-Kernels. The definition of $(\varepsilon, \alpha)$-quantizations can be extended to a $k$-variate $(\varepsilon, \alpha)$-quantizations data structure with the following properties. A $k$-variate $\varepsilon$-quantization $M$ is a set of points in $\mathbb{R}^{k}$ which induces a function $h_{M}: \mathbb{R}^{k} \rightarrow[0,1]$ where a query $h_{M}(x)=\left|M_{x}\right| /|M|$ returns the fraction of points in $M$ which are dominated by or equal to $x$. Let $x^{(i)}$ represent the $i$ th coordinate of a point $x \in \mathbb{R}^{k}$. For a query $x \in \mathbb{R}^{k}$, there exists a point $x^{\prime} \in \mathbb{R}^{k}$ such that (1) for all integers $i \in[1, k]$ $\left|x^{(i)}-\left(x^{\prime}\right)^{(i)}\right| \leq \alpha x^{(i)}$ and (2) $\left|M(x)-F_{\mu_{P}}\left(x^{\prime}\right)\right| \leq \varepsilon$.

In addition, $(\varepsilon, \delta, \alpha)$-kernels can be generalized to approximate cumulative density functions of other functions $f: \mathbb{R}^{d n} \rightarrow \mathbb{R}^{k}$, specified as follows. We say a point $p^{\prime} \in \mathbb{R}^{k}$ is a relative $\theta$-approximation of $p \in \mathbb{R}^{k}$ if for each coordinate $i$ we have $\left|p^{(i)}-{p^{\prime}}^{(i)}\right| \leq \theta p^{(i)}$. For a parameter $a \in[0,1]$, we say that $f$ is relative $\theta(\alpha)$-approximable if for all $Q \in \mathbb{R}^{d n}$ and for any $\alpha$-kernel $K$ of $Q, f(K)$ is a relative $\theta(\alpha)$-approximation of $f(Q)$.

By setting $m=O\left(\left(1 / \varepsilon^{2}\right)(k+\log (1 / \delta))\right)$ in the above algorithm, we can build a $k$-dependent $(\varepsilon, \delta, \alpha)$ kernel data structure $\mathcal{K}$ with the following properties. It has size $O\left(\left(1 / \alpha^{(d-1) / 2}\right)\left(1 / \varepsilon^{2}\right)(k+\log (1 / \delta))\right)$ and can be built in time $O\left(\left(n+1 / \alpha^{d-3 / 2}\right)\left(1 / \varepsilon^{2}\right) \cdot(k+\log (1 / \delta))\right)$. To create a $k$-variate $(\varepsilon, \alpha)$-quantization for a function $f$ (with probability at least $1-\delta$ ), create a $k$-dimensional point $p_{j}=f\left(K_{j}\right)$ for each $\alpha$-kernel $K_{j}$ in $\mathcal{K}$. The set of $m k$-dimensional points forms the $k$-variate $(\varepsilon, \alpha)$-quantization $M$.

Theorem 2.4. Given a distribution $\mu_{P}$ of $n$ points in $\mathbb{R}^{d}$, for $m=O\left(\left(1 / \varepsilon^{2}\right)(k+\log (1 / \delta))\right)$, we can create a $k$-dependent $(\varepsilon, \delta, \alpha)$-kernel $\mathcal{K}$ of size $O\left(\left(1 / \alpha^{(d-1) / 2}\right) m\right)$ and in time $O\left(\left(n+1 / \alpha^{d-3 / 2}\right) m\right)$. Let $f$ be any relative $\theta(\alpha)$-approximable function that takes $T_{f}(N)$ time to evaluate on a set of $N$ points. From $\mathcal{K}$, we can create a $k$-variate $(\varepsilon, \theta(\alpha))$-quantization of $F_{\mu_{P}}$ of size $O\left(\left(k / \varepsilon^{2}\right) \log (1 / \delta)\right)$ and in time $O\left(T_{f}\left(1 / \alpha^{(d-1) / 2}\right) m\right)$.

Proof. Let $Q=\left\{Q_{1}, \ldots, Q_{m}\right\}$ be the $m$ points sets drawn randomly from $\mu_{P}$ and for the set $\mathcal{K}=$ $\left\{K_{1}, \ldots, K_{m}\right\}$ let $K_{j}$ be the $\alpha$-kernel of $Q_{j}$. Consider the probability distribution $g$ describing the values of $f(Q)$ where $Q$ is drawn randomly from $\mu_{P}$. The set of $m k$-dimensional points $\left\{w_{1}=f\left(Q_{1}\right), \ldots, w_{m}=\right.$ $\left.f\left(Q_{m}\right)\right\}$ describes an $\varepsilon$-sample of $\left(g, \mathcal{R}_{+}\right)$and hence also an $\varepsilon$-quantization of $F_{\mu_{P}}$. We claim the set $\left\{w_{1}^{\prime}=f\left(K_{1}\right), \ldots, w_{m}^{\prime}=f\left(K_{m}\right)\right\}$ forms an $(\varepsilon, \alpha)$-quantization of $F_{\mu_{P}}$.

For a query point $w \in \mathbb{R}^{k}$, let $\gamma m$ point sets from 2 produce a value $w_{j}=f\left(Q_{j}\right)$ such that $w_{j} \preceq w$, and let $\gamma^{\prime} m$ point sets from $\mathcal{K}$ produce a value $w_{j}^{\prime}=f\left(K_{j}\right)$ such that $w_{j}^{\prime} \preceq w$. Note that $\gamma^{\prime}>\gamma$. Let $\hat{w}=w-\theta(\alpha) w$; more specifically, for each coordinate $w^{(i)}$ of $w, \hat{w}^{(i)}=w^{(i)}-\theta(\alpha) w^{(i)}$. Because $f$ is relative $\theta(\alpha)$-approximable, for each point set $Q_{j} \in \mathcal{Q}$ such that $w_{j} \npreceq w$, then $w_{j}^{\prime} \npreceq \hat{w}$. Thus, the number of point sets such that $f\left(K_{j}\right) \preceq \hat{w}$ is at most $\gamma m$, and hence there is a point $w^{\prime}$ between $w$ and $\hat{w}$ such that the fraction of sampled point sets such that $f\left(K_{j}\right) \preceq w^{\prime}$ is exactly $\gamma$, and hence is within $\varepsilon$ of the true fraction of point sets sampled from $\mu_{P}$ with probability at least $1-\delta$.

To name a few examples, the width and diameter are relative $2 \alpha$-approximable functions, thus the results apply directly with $k=1$. The radius of the minimum enclosing ball is relative $4 \alpha$-approximable with $k=1$. The $d$ directional widths of the minimum perimeter or minimum volume axis-aligned rectangle is relative $2 \alpha$-approximable with $k=d$.

Remark 2.1. If an $(\varepsilon, \delta, \alpha)$-kernel is used for one query, it is correct with probability at least $1-\delta$, and if it is used for another query, it is also correct with probability at least $1-\delta$. Although there is probably some dependence between these two quantities, it is not easy to prove in general, hence we only claim the probability they are both correct is at least $(1-\delta)^{2}$. We can increase this back to $1-\delta$ for $k$ queries by setting $m=O\left(\left(1 / \varepsilon^{2}\right)(k+\log (1 / \delta))\right)$, but we need to specify $k$ in advance. If we had a deterministic construction to create an $(\varepsilon, 0, \alpha)$-kernel this would not be a problem, and we could, say, guarantee an $(\varepsilon, \alpha)$-quantization for width in all directions simultaneously. However, this appears to be a much more difficult problem.

Other coresets. In a similar fashion, coresets of a point set distribution $\mu_{P}$ can be formed using other coresets for other problems on discrete point sets. For instance, sample $m=O\left(\left(1 / \varepsilon^{2}\right) \log (1 / \delta)\right)$ points sets $\left\{P_{1}, \ldots, P_{m}\right\}$ each from $\mu_{P}$ and then store $\alpha$-samples $\left\{Q_{1} \subseteq P_{1}, \ldots, Q_{m} \subseteq P_{m}\right\}$ of each. (If we use random sampling in the second set, then not all distributions $\mu_{p_{i}}$ need to be sampled for each $P_{j}$ in the first round.) This results in an $(\varepsilon, \delta, \alpha)$-sample of $\mu_{P}$, and can, for example, be used to construct (with probability $1-\delta)$ an $(\varepsilon, \alpha)$-quantization for the fraction of points expected to fall in a query disk. Similar constructions can be done for other coresets, such as $\varepsilon$-nets [22], $k$-center [4, 21], or smallest enclosing ball [8].

### 2.3 Shape Inclusion Probabilities

We can also use a variation of Algorithm 2.1 to construct $\varepsilon$-shape inclusion probability functions. For a point set $Q \subset \mathbb{R}^{d}$, let the summarizing shape $S_{Q}=\mathcal{S}(Q)$ be from some geometric family $\mathcal{S}$ so $\left(\mathbb{R}^{d}, \mathcal{S}\right)$ has bounded VC-dimension $\nu$. We randomly sample $m$ point sets $Q=\left\{Q_{1}, \ldots, Q_{m}\right\}$ each from $\mu_{P}$ and then find the summarizing shape $S_{Q_{j}}=\mathcal{S}\left(Q_{j}\right)$ (e.g. minimum enclosing ball) of each $Q_{j}$. Let this set of shapes be $S^{Q}$. If there are multiple shapes from $\mathcal{S}$ which are equally optimal (as can happen degenerately ${ }^{3}$ with, for example, minimum width slabs), choose one of these shapes at random. For a set of shapes $S^{\prime} \subseteq \mathcal{S}$, let $S_{p}^{\prime} \subseteq S^{\prime}$ be the subset of shapes that contain $p \in \mathbb{R}^{d}$. We store $S^{\mathfrak{Q}}$ and evaluate a query point $p \in \mathbb{R}^{d}$ by counting what fraction of the shapes the point is contained in, specifically returning $\left|S_{p}^{\mathfrak{Q}}\right| /\left|S^{Q}\right|$ in $O\left(\nu\left|S^{Q}\right|\right)=O(\nu m)$ time. In some cases, this evaluation can be sped up with point location data structures.

[^1]Theorem 2.5. Consider a family of summarizing shapes $\mathcal{S}$ where $\left(\mathbb{R}^{d}, \mathcal{S}\right)$ has VC-dimension $\nu$ and where it takes $T_{\mathcal{S}}(n)$ time to determine the summarizing shape $\mathcal{S}(Q)$ for any point set $Q \subset \mathbb{R}^{d}$ of size $n$. For a distribution $\mu_{P}$ of a point set of size $n$, with probability at least $1-\delta$, we can construct an $\varepsilon$-sip function of size $O\left(\left(\nu / \varepsilon^{2}\right)\left(2^{\nu+1}+\log (1 / \delta)\right)\right)$ and in time $O\left(T_{\delta}(n)\left(1 / \varepsilon^{2}\right) \log (1 / \delta)\right)$.

Proof. If $\left(\mathbb{R}^{d}, \mathcal{S}\right)$ has VC-dimension $\nu$, then the dual range space $\left(\mathcal{S}, P^{*}\right)$ has VC-dimension $\nu^{\prime} \leq 2^{\nu+1}$, where $P^{*}$ is all subsets $\mathcal{S}_{p} \subseteq \mathcal{S}$, for any $p \in \mathbb{R}^{d}$, such that $\mathcal{S}_{p}=\{S \in \mathcal{S} \mid p \in S\}$. Using the above algorithm, sample $m=O\left(\left(1 / \varepsilon^{2}\right)\left(\nu^{\prime}+\log (1 / \delta)\right)\right)$ point sets $Q$ from $\mu_{P}$ and generate the $m$ summarizing shapes $S_{Q}$. Each shape is a random sample from $\mathcal{S}$ according to $\mu_{P}$, and thus $S^{Q}$ is an $\varepsilon$-sample of $\left(\mathcal{S}, P^{*}\right)$.

Let $w_{\mu_{P}}(S)$, for $S \in \mathcal{S}$, be the probability that $S$ is the summarizing shape of a point set $Q$ drawn randomly from $\mu_{P}$. For any $\mathcal{S}^{\prime} \subseteq P^{*}$, let $W_{\mu_{P}}\left(\mathcal{S}^{\prime}\right)=\int_{S \in \mathcal{S}^{\prime}} w_{\mu_{P}}(S)$ be the probability that some shape from the subset $\mathcal{S}^{\prime}$ is the summarizing shape of $Q$ drawn from $\mu_{P}$.

We approximate the sip function at $p \in \mathbb{R}^{d}$ by returning the fraction $\left|S_{p}^{Q}\right| / m$. The true answer to the sip function at $p \in \mathbb{R}^{d}$ is $W_{\mu_{P}}\left(\mathcal{S}_{p}\right)$. Since $S^{Q}$ is an $\varepsilon$-sample of $\left(\mathcal{S}, P^{*}\right)$, then with probability at least $1-\delta$

$$
\left|\frac{\left|S_{p}^{Q}\right|}{m}-\frac{W_{\mu_{P}}\left(\mathcal{S}_{p}\right)}{1}\right|=\left|\frac{\left|S_{p}^{Q}\right|}{\left|S^{\mathcal{Q}}\right|}-\frac{W_{\mu_{P}}\left(\mathcal{S}_{p}\right)}{W_{\mu_{P}}\left(P^{*}\right)}\right| \leq \varepsilon
$$

Since for the family of summarizing shapes $\mathcal{S}$ the range space $\left(\mathbb{R}^{d}, \mathcal{S}\right)$ has VC-dimension $\nu$, each can be stored using that much space.

Using deterministic techniques [11] the size can then be reduced to $O\left(2^{\nu+1}\left(\nu / \varepsilon^{2}\right) \cdot \log (1 / \varepsilon)\right)$ in time $O\left(\left(2^{3(\nu+1)} \cdot\left(\nu / \varepsilon^{2}\right) \log (1 / \varepsilon)\right)^{2^{\nu+1}} \cdot 2^{3(\nu+1)}\left(\nu / \varepsilon^{2}\right) \log (1 / \delta)\right)$.


Figure 4: The shape inclusion probability for the smallest enclosing ball $(a, b)$ or smallest enclosing axisaligned rectangle ( $\mathrm{c}, \mathrm{d}$ ), for points uniformly distributed inside the circles ( $\mathrm{a}, \mathrm{c}$ ) or normally distributed around circle centers with standard deviation given by radii (b,d).

Representing $\varepsilon$-sip functions by isolines. Shape inclusion probability functions are density functions. One convenient way of visually representing a density function in $\mathbb{R}^{2}$ is by drawing the isolines. A $\gamma$-isoline is a collection of closed curves bounding a region of the plane where the density function is greater than $\gamma$.

In each part of Figure 4 a set of 5 circles correspond to points with a probability distribution. In part $(a, c)$ the probability distribution is uniform over the inside of the circles. In part ( $b, d$ ) it is drawn from a multivariate Gaussian distribution, where the standard deviation is given by the radius or the circle. We generate $\varepsilon$-sip functions for the smallest enclosing ball in Figure $4(a, b)$ and for the smallest axis-aligned bounding box in Figure 4(c,d).

In all figures we draw approximations of $\{.9, .7, .5, .3, .1\}$-isolines. These drawing are generated by randomly selecting $m=5000$ (Figure 4 (a,b)) or $m=25000$ (Figure 4(c,d)) shapes, counting the number of inclusions at different points in the plane and interpolating to get the isolines. The innermost and darkest region has probability $>90 \%$, the next one probability $>70 \%$, etc., the outermost region has probability $<10 \%$.
When $\mu_{P}$ describes the distribution for $n$ points and $n$ is large, then isolines are generally connected for convex summarizing shapes. In fact, in $O(n)$ time we can create a point which is contained in the convex hull of a point set sampled from $\mu_{P}$ with high probability. Specifics are discussed in Appendix A.

## 3 Measuring the Error

We have established asymptotic bounds of $O\left(\left(1 / \varepsilon^{2}\right)(\nu+\log (1 / \delta))\right.$ random samples for constructing $\varepsilon$ quantizations and $\varepsilon$-sip functions. In this section we empirically demonstrate that the constant hidden by the big-O notation is approximately 0.5 , indicating that these algorithms are indeed quite practical. Additionally, we show that we can reduce the size of $\varepsilon$-quantizations to $2 / \varepsilon$ without sacrificing accuracy and with only a factor 4 increase in the runtime. We also briefly compare the $(\varepsilon, \alpha)$-quantizations produced with $(\varepsilon, \delta, \alpha)$ kernels to $\varepsilon$-quantizations. We show that the $(\varepsilon, \delta, \alpha)$-kernels become useful when the number of uncertain points becomes large, i.e. exceeding 1000 .

Univariate $\varepsilon$-quantizatons. We consider a set of $n=50$ sample points in $\mathbb{R}^{3}$ chosen randomly from the boundary of a cylinder piece of length 10 and radius 1 . We let each point represent the center of 3 -variate Gaussian distribution with standard deviation 2 to represent the probability distribution of an uncertain point. This set of distributions describes an uncertain point set $\mu_{P}: \mathbb{R}^{3 n} \rightarrow \mathbb{R}^{+}$.

We want to estimate three statistics on $\mu_{P}$ : diam, the diameter of the point set; dwid, the width of the points set in a direction that makes an angle of $75^{\circ}$ with the cylinder axis; and seb ${ }_{2}$, the radius of the smallest enclosing ball (using code from Bernd Gärtner [17]). We can create $\varepsilon$-quantizations using our randomized algorithm with $m$ samples from $\mu_{P}$, where the value of $m$ is from the set $\{16,64,256,1024,4096\}$.

We would like to evaluate the $\varepsilon$-quantizations versus the ground truth function $F_{\mu_{P}}$; however, it is not clear how to evaluate $F_{\mu_{P}}$. Instead, we create another $\varepsilon$-quantization $Q$ with $\eta=100000$ samples from $\mu_{P}$, and treat this as if it were the ground truth. To evaluate each sample $\varepsilon$-quantization $R$ versus $Q$ we find the maximum deviation (i.e. $d_{\infty}(R, Q)=\max _{q \in \mathbb{R}}\left|h_{R}(q)-h_{Q}(q)\right|$ ) with $h$ defined respect to diam, dwid, or $\operatorname{seb}_{2}$. This can be done by for each value $r \in R$ evaluating $\left|h_{R}(r)-h_{Q}(r)\right|$ and $\left|\left(h_{R}(r)-1 /|R|\right)-h_{Q}(r)\right|$ and returning the maximum of both values over all $r \in R$. Since, for two consecutive points $q_{i}, q_{i+1} \in R$, the value of $h_{Q}$ must increase monotonically between these values, so the maximum deviation must occur at the boundary of some such interval between consecutive points. This maximum error can be calculated in $O(\eta+m)$ time by scanning the two data structures in parallel and maintaining running sums (or in $O(m \log \eta)$ time using a binary tree on $Q)$.

Given a fixed "ground truth" quantization $Q$ we repeat this process for $\tau=500$ trials of $R$, each returning a $d_{\infty}(R, Q)$ value. The set of these $\tau$ maximum deviations values results in another quantization $S$ for each of diam, dwid, and seb 2 . Intuitively, the maximum deviation quantization $S$ describes the sample probability that $d_{\infty}(R, Q)$ will be less than some query value. These are plotted in Figure 5 for each value of $m$.

Note that the maximum deviation quantizations $S$ are similar for all three statistics, and thus we can use these plots to estimate $1-\delta$, the sample probability that $d_{\infty}(R, Q) \leq \varepsilon$, given a value $m$. We can fit this function as approximately $1-\delta=1-\exp \left(-m \varepsilon^{2} / C+\nu\right)$ with $C=0.5$ and $\nu=1.0$. Thus solving for $m$ in terms of $\varepsilon, \nu$, and $\delta$ reveals: $m=C\left(1 / \varepsilon^{2}\right)(\nu+\log (1 / \delta)) .{ }^{4}$ This indicates that the big-O notation for

[^2]

Figure 5: Shows quantizations of $\tau=500$ trials of quantizations for $d_{\infty}(R, Q)$ where $Q$ and $R$ measure diam, dwid, and $\operatorname{seb}_{2}$. The size of each $R$ is $m=\{16,64,256,1024,4096\}$ (from right to left) and the "ground truth" quantization $Q$ has size $\eta=100000$. Smooth, thick curves are $1-\delta=1-\exp \left(-2 m \varepsilon^{2}+1\right)$ where $\varepsilon=d_{\infty}(R, Q)$.
the asymptotic bound of $O\left(\left(1 / \varepsilon^{2}\right)(\nu+\log (1 / \delta))\right.$ established in [26] for $\varepsilon$-samples only hides a constant of approximately 0.5 .

Maximum error in sip functions. We can perform a similar analysis on sip functions. We use the same input data as is used to generate Figure 4(b) and create sip functions $R$ for the smallest enclosing ball using $m=\{16,36,81,182,410\}$ samples from $\mu_{P}$. We compare this to a "ground truth" sip function $Q$ formed using $\eta=5000$ sampled points. The maximum deviation between $R$ and $Q$ in this context is defined $d_{\infty}(R, Q)=\max _{q \in \mathbb{R}^{2}}|R(q)-Q(q)|$ and can be found by calculating $|R(q)-Q(q)|$ for all points $q \in \mathbb{R}^{2}$ at the intersection of boundaries of discs from $R$ or $Q$.

We repeat this process for $\tau=100$ trials, for each value of $m$. This creates a quantization $S$ (for each value of $m$ ) measuring the maximum deviation for the sip functions. These maximum deviation quantizations are plotted in Figure 6. We fit these curves with a function $1-\delta=1-\exp \left(-m \varepsilon^{2} / C+\nu\right)$ with $C=0.5$ and $\nu=2.0$, so $m=C\left(1 / \varepsilon^{2}\right)(\nu+\log 1 / \delta)$. Note that the dual range space $\left(\mathcal{B}, \mathbb{R}^{2 *}\right)$, defined by disks $\mathcal{B}$ has VC-dimension 2 , so this is exactly what we would expect.

Maximum error in $k$-variate quantizations. We can extend these experiments to $k$-variate quantizations by considering the width in $k$ different directions (we choose orthogonal directions, one along the cylinder axis). We use $k=\{1,2,3,4\}$ directions for the same data set as above and construct a "ground truth" quantization $Q$ with $\eta=50000$ sampled point sets from $\mu_{P}$. Then for $\tau=500$ trials we construct


Figure 6: Shows $\varepsilon$-quantization of $\tau=100$ trials of maximum deviation between sip functions for smallest enclosing disc with $m=\{16,36,81,182,410\}$ (from right to left) sample shapes versus a "ground truth" sip function with $\eta=5000$ sample shapes.
quantizations $R$ with $m=\{16,36,81,182,410\}$ samples from $\mu_{P}$.
For each sample quantization $R$ we compute the maximum error with respect to $Q$ by comparing $h_{R}$ at the critical point at intersection of regions $\left\{q \in \mathbb{R}^{k} \mid q \succeq r\right\}$ for up to $k$ of the $m$ samples $r \in R$ versus the value of $h_{Q}$. Using a similar argument as with univariate $\varepsilon$-quantizations, because $h_{R}$ and $h_{Q}$ are monotone, we can argue that the maximum difference must occur at one of these locations. The quantizations formed by the $\tau$ trials are shown in Figure 7.

The curves describing the quantizations are fit with a function $1-\delta=1-\exp \left(-m \varepsilon^{2} / C+k\right)$ with $C=0.5$, so $m=C\left(1 / \varepsilon^{2}\right)(k+\log 1 / \delta)$. This works okay for $k=\{1,2\}$ but is too conservative for $k=\{3,4\}$. In fact, the algorithm has better results for $k=\{3,4\}$ than for $k=2$, most noticeably when $m=16$. We believe this is because the errors in different coordinates are not completely correlated, and we are seeing a regression to the mean.

### 3.1 Compressing $\varepsilon$-Quantizations

Theorem 2.1 describes how to compress the size of a univariate $\varepsilon$-quantization to $O(1 / \varepsilon)$. We first create an $(\varepsilon / 2)$-quantization of size $m$, then sort the values $V_{i}$, and finally take every $(m \varepsilon / 2)$ th value according to the sorted order. This returns an $\varepsilon$-quantization of size $2 / \varepsilon$ and requires creating an initial $\varepsilon$-quantization with 4 times as many samples as we would have without this compression. The results, shown in Figure 8 using the same setup as in Figure 5, confirms that this compression scheme works better than the worst case claims. We only show the plot for diam, but the results for dwid and seb ${ }_{2}$ are nearly identical. In particular, the error is smaller than the results in Figure 5, but it takes 4 times as long to compute.

## $3.2(\varepsilon, \delta, \alpha)$-Kernels versus $\varepsilon$-Quantizations

We also implemented the randomized algorithms for $(\varepsilon, \delta, \alpha)$-kernels to compare them with $\varepsilon$-quantizations for diam, dwid, and seb ${ }_{2}$. We used existing code from Hai Yu [42] for $\alpha$-kernels. For the input set $\mu_{P}$ we generated $n=5000$ points $P \subset \mathbb{R}^{3}$ on the surface of a cylinder piece with radius 1 and axis length 10 . Each point $p \in P$ represented the center of a Gaussian with standard deviation 3. We set $\varepsilon=0.2$ and $\delta=0.1$, resulting in $m=40$ point sets sampled from $\mu_{P}$. We also generated $\alpha$-kernels of size at most 40 (the existing code did not allow the user to specify a parameter $\alpha$, only the maximum size). The $(\varepsilon, \delta, \alpha)$-kernel has a total of 1338 points. We calculated $\varepsilon$-quantizations and $(\varepsilon, \alpha)$-quantizations for diam, dwid, and seb ${ }_{2}$, each compressed to a size 10 shown in Figure 9.
This method starts becoming useful in compressing $\mu_{P}$ when $n \gg 1000$, otherwise the total size of the $(\varepsilon, \delta, \alpha)$-kernel may be larger than $\mu_{P}$. It may improve the efficiency for smaller values of $n$ if the function


Figure 7: Shows quantization of $\tau=500$ trials of $k$-variate quantizations defined by width in $k$-directions with $k=\{1,2,3,4\}$ (from bottom to top) each of size $m=\{16,36,81,182,410\}$ (from right to left) versus a "ground truth" quantization with $\eta=50000$.


Figure 8: Shows quantization of $\tau=500$ trials of quantizations for $d_{\infty}(R, Q)$ where $Q$ and $R$ measure diam. The size of each $R$ is $m=\{64,256,1024,4096,16384\}$, then compressed to size $\{8,16,32,64,128\}$ (respectively, from right to left) and the "ground truth" quantization $Q$ has size $\eta=100000$.


Figure 9: $(\varepsilon, \alpha)$-quantization (white points) and $\varepsilon$-quantization (black points) for (a) $\operatorname{seb}_{2}$, (b) dwid, and (c) diam.
$f: \mu_{P} \rightarrow \mathbb{R}$ that the quantization is approximating is expensive to compute (e.g. it takes $O\left(n^{\rho}\right)$ time for $\rho>1$ ). We point the curious reader to [42] to validate the practicality of $\alpha$-kernels.
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## A A center point for $\mu_{P}$.

We can create a point $\bar{q} \in \mathbb{R}^{d}$ that is in the convex hull of a sampled point set $Q$ from $\mu_{P}$ with high probability. This implies that for any summarizing shape that contains the convex hull, $\bar{q}$ is also contained in that summarizing shape. For a point set $P \subset \mathbb{R}^{d}$, a $\beta$-center point is a point $q \in \mathbb{R}^{d}$, such that any closed
halfspace that contains $q$ also contains at least $1 / \beta$ fraction points of all points in $P$. It is known that for any discrete point set a $(d+1)$-center point always exists [36]. Let $\mathcal{H}$ be the family of subsets defined by halfspaces. For a point set $P$ of size $n$, a $(2 d+2)$-center point can be created in $O\left(d^{5 d+3} \log ^{d} d\right)$ time [14] by first creating an $(1 /(2 d+2))$-sample of $(P, \mathcal{H})$, and then running a brute force algorithm. Because the first step is creating an $\varepsilon$-sample, this can be extended to Lebesgue-measureable sets such as probability distributions as well.

We use the following algorithm:

1. Create a $(2 d+2)$-center point $\bar{p}_{i}$ for each $\mu_{p_{i}}$. Let the set be $\bar{P}$.
2. Create $(2 d+2)$-center point $\bar{q}$ of $\bar{P}$.

For $d$ constant, the algorithm runs in $O(n)$ time because we can create $(2 d+2)$-center points a total of $n+1$ times, and each takes $O(1)$ time.

Lemma A.1. Given a distribution of a point set $\mu_{P}$ (such that each point distribution is polygonally approximable) of $n$ points in $\mathbb{R}^{d}$, there is an $O(n)$ time algorithm to create a point $\bar{q}$ that will be in the convex hull of a point set drawn from $\mu_{P}$ with probability at least $1-\left(e^{1 /(2 d+2)^{2}}\right)^{n}$.

Proof. Because $\bar{p}_{i}$ is a $(2 d+2)$-center point of $\mu_{p_{i}}$, any halfspace that contains $\bar{p}_{i}$ on its boundary (and does not contain $\bar{q}$ ) has probability at least $1 /(2 d+2)$ of containing a point randomly drawn from $\mu_{p_{i}}$. Also, because $\bar{q}$ is a $(2 d+2)$-center point of $\bar{P}$, for any direction $u \in \mathbb{S}^{d-1}$ there are at least $n /(2 d+2)$ points $\bar{p}_{i}$ from $\bar{P}$ for which $\langle q, u\rangle \leq\left\langle\bar{p}_{i}, u\right\rangle$. Thus, if a point $q_{i}$ is drawn from $\mu_{p_{i}}$ such that $\langle q, u\rangle \leq\left\langle\bar{p}_{i}, u\right\rangle$ then the probability that $\langle\bar{q}, u\rangle \leq\left\langle q_{i}, u\right\rangle$ is at least $1 /(2 d+2)$. Hence, the probability that there is a separating halfspace between $\bar{q}$ and the convex hull of $Q$ (where the halfspace is orthogonal to some direction $u$ ) is at most

$$
(1-1 /(2 d+2))^{n /(2 d+2)}=\left((1-1 /(2 d+2))^{1 /(2 d+2)}\right)^{n} \leq\left(e^{1 /(2 d+2)^{2}}\right)^{n}
$$

Theorem A.1. For a set of $m<n$ point sets drawn i.i.d. from $\mu_{P}$, it follows that $\bar{q}$ is in each of the $m$ convex hulls for each point sets with high probability (specifically with probability $\left.\geq 1-m\left(e^{1 /(2 d+2)^{2}}\right)^{n}\right)$.

Proof. Let $\beta=e^{1 /(2 d+2)^{2}}$. For any one point set the probability that $\bar{q}$ is contained in the convex hull is at least $1-\beta^{n}$. By the union bound, the probability that it is contained in all $m$ convex hulls is at least $\left(1-\beta^{n}\right)^{m}=1-m \beta^{n}+\binom{m}{2} \beta^{2 n}-\binom{m}{3} \beta^{3 n}+\ldots$. Since $n>m$, the sum of all terms after the first two in the expansion increase the probability.

We say a family of shapes $\mathcal{S}$ is convex if $S(P) \in \mathcal{S}$ contains the convex hull of $P$ and $S(P)$ is always a convex set. When $\mathcal{S}$ is convex, then for any point $q$, the line segment $\bar{q} \bar{q}$ is completely contained in $S(P)$ if and only if $q \in S(P)$. Thus, given a set of $m$ summarizing shapes, for every boundary of a summarizing shape $\overline{q \bar{q}}$ crosses, $q$ is outside that summarizing shape. This implies the following corollary.

Corollary A.1. Consider a distribution $\mu_{P}$ of point sets of size $n$, a convex family of shapes $\mathcal{S}$ inducing a sip function $s_{\mathcal{S}}$ on $\mu_{P}$, and a positive integer $m<n$. For $\gamma \leq 1-1 / m$ the subset of $\mathbb{R}^{d}$ inside of the $\gamma$-isoline of $s_{\mathrm{S}}$, exists, is connected, and is star-shaped with high probability, specifically with probability at least $1-m\left(e^{1 /(2 d+2)^{2}}\right)^{n}$.


[^0]:    ${ }^{2}$ For technical reasons, if there are (degenerately) multiple optimal summarizing shapes, we say each is equally likely to be the summarizing shape of the point set.

[^1]:    ${ }^{3}$ In cases such as the smallest enclosing ball under the $\ell_{1}$ distance, there may be multiple possible optimal shapes, nondegenerately. We can either choose one at random, or redefine the summarizing shape as the union of all such shapes.

[^2]:    ${ }^{4}$ Actually the function $1-\delta=1-\exp \left(\varepsilon(\sqrt{m / C}-\nu)^{2}\right)$ and $m=C\left(1 / \varepsilon^{2}\right)(\nu+\sqrt{\log (1 / \delta)})^{2}$ with $C=0.3$ and $\nu=0.75$ fits the data much better but does not match the asymptotic bound as directly.

