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Abstract

In this paper we offer a formal account of reasoning with legal casEesms of argumentation schemes.
These schemes, and undercutting attacks associated with them, aadidedhas defeasible rules of
inference within the ASPIC+ framework. We begin by modelling the styleeaoning with cases de-
veloped by Aleven and Ashley in the CATO project, which describes aasieg factors, and then extend
the account to accommodate the dimensions used in Rissland and Agladigs HYPO project. Some
additional scope for argumentation is then identified and formalised.
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1 Introduction

Legal case-based reasoning (LCBR) has long been a topiderest in Al and Law, and a variety of
approaches have evolved. One important line of work on LCB&ah with HYPO P ], developed by
Edwina Rissland and her student, Kevin Ashley at AmherstPBYepresented reasoning with legal cases
as the exchange of arguments and counter arguments baskeh@msionslegally significant aspects of
the cases. Subsequently the ideas of HYPO were further ajgeetlby Ashley at Pittsburgh where he
worked with his student, Vincent Aleven, on CATQ |, which introduced the notions dactorsand a
factor hierarchy and with another student, Steffi Bruninghaus, on IBPF] [which attempted to predict
case outcomes instead of simply identifying the argumentshie two sides. Like HYPO these systems
were applied to US Trade Secrets law. Meanwhile Risslangedtat Amherst where she worked with
her student, David Skalak, on CABARE? [], which was based on Home Office Deduction cases and
embedded the case based reasoning within a structure efmadelling the relevant legislation, and with
Skalak and Timur Friedman on BankXX® [J. which generated arguments about Home Office Deduction
through heuristic search. The model of case based reasasedyin this paper is largely based on the
model developed in CATO, although we shall also draw on tlo#iser systems where convenient. More
theoretically-oriented research related to this gengupt@ach appears ir?[], [? ], and [? ]. In all these
approaches, a current undecided case is decided by companihcontrasting features in the current case
against precedent cases in a case-base that have similaefed he decision in the “best” precedent case
is then taken as the decision into the current case followirdegal reasoning principle sfare decisis
In[?], anumber of novel argumentation schemes designed totrefkesoning with factors as in Aleven
and Ashley’s CATO P ] were described, where the focus is to determine how and at why a precedent
case does (or does not) argue in support of a determinatibe icurrent case. However, the presentation in
[? ] was semi-formal and not set in an analytic framework whighports reasoning about these schemes.
In this paper, we reanalyse and formalise legal case-bagedantation schemes in terms of the formal
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argumentation framework of ASPIC® |. Formalising these schemes clarifies them and makes them mo
precise, while formalising them in ASPIC+ makes the meathef the ASPIC+ framework available for
our account. In particular, we shall use its metatheory to@that our specification satisfies the rationality
postulates of? ]. Aformalisation in ASPIC+ also illustrates the potentiéthat framework for formalising
reasoning with argumentation schemes.

[? ] was also limited in that it did not consider additional asgeabout reasoning with factors, nor
reasoning with dimensions as in HYPO. An attempt to rectigse deficiencies was made ][ but this
paper represents a rewritten, revised and extended vesdimh improves markedly on both the formal
representation and the analysis.

The current paper advances the state-of-the-art in sexespécts: legal case-based reasoning with
factors is clarified, defeasible legal case-based reagasirepresented and formalised in argumentation
schemes, the arguments are compatible with and evaluadefdimally defined argumentation framework,
and the analysis presents a well-developed and justifi¢dritiation of defeasible argumentation schemes
in a formal framework. Furthermore, the analysis providesidorm representation language into which
various alternative proposals for LCBR can be cast, conthaméegrated, and reasoned with. Finally, the
paper as a whole provides a demonstration of how an aspecnadid expertise, in this case reasoning
with legal precedents, can be fruitfully captured and regnéed as a set of argumentation schemes, and
the specific domain conceptualisation required to suppernt This technique is generally applicable to
expertise which comprises the ability to reason in a pderoway.

The organisation of the paper is as follows. We first set arnehts of the formal framework for argu-
mentation that we are assuming. In section 3, we discusslhzesss reasoning as in CATO. We introduce
our running example and the elements of the language we peditefargumentation schemes before pre-
senting CATO style argumentation schemes in the formaldxaonk. In section 4, the analysis is extended
to reasoning about dimensions, the relationship betwesta énd factors, and factor incompatibility. Sec-
tion 5 offers some additional discussion.

2 The Formal Setting

We first briefly summarise the formal frameworks used in tlaiggr. Anabstract argument frameworks
introduced by Dung,q ] is a pairAF = (A, defeat), whereA is a set of arguments artbfeata binary
relation onA. A subset5 of A is said to beconflict-freeif no argument inB3 defeats an argument i
and it is said to badmissibléf it is both conflict-free and also defends itself against attack, i.e., if an
argumentd; is in B and some argument, in A but not inB defeatsA,, then some argument i defeats
As. A preferred extensiois then a maximal (with respect to set inclusion) admissiiee Dung defines
several other types of extensions but they are not used imodel.

Dung’s arguments are entirely abstract, with no featurberothan the defeat relation. A general
framework for giving structure to arguments is the ASPIQGrfesvork, most fully defined as ASPIC+ ifd [
?]. The ASPIC+ framework first defines the notion ofamgumentation systermwhich consists of a logical
languageL with a binary contrariness relation and two sets of inference rul@g, andR of strict and
defeasible inference ruleefined ovell, written aspy, ..., ¢, — @ andes, ..., ¢, = ¢. Informally, that
an inference rule is strict means that if its antecedentaecepted, then its consequent must be accepted
no matter whatwhile that an inference rule is defeasible means that diitecedents are accepted, then
its consequent must be accepiftthere are no good reasons not to accept it

In the present paper we use an argumentation system in whigh first-order language with equality
further specified in the coming sections, its contrarinekion corresponds to classical negation, the strict
rulesR, are all valid first-order inferences ovérand the defeasible rulgg; are as specified in the coming
sections.

Arguments are in ASPIC+ constructed from a knowledge Basghich contains two disjoint kinds of
formulas: theaxioms/C,, and theordinary premisesC,. The formal definition of an argument is as follows:

Definition 2.1 [Argument] AnargumentA on the basis of a knowledge basen an argumentation system
(L,7,Rs,Rq) is:

1. pif ¢ € K with: Prem(A) = {¢}; Conc(A4) = ¢; Sub(A4) = {¢}; TopRule(A) = undefined.



Figure 1: An argument

2. Ay,... A, —I= ¢ if Aq,... A, are arguments such that there exists a strict or a defeasible
Conc(Ay),...,Conc(4,) == ¥ in Rs/Ry.
Prem(A) = Prem(A;)U...UPrem(A,); Conc(A4) = 1; Sub(A4) = Sub(A;)U...USub(A,)U{A};
TopRule(A) = Conc(A;),...,Conc(A,) —/= .

An argument isstrict if all its inference rules are strict arttefeasibleotherwise, and it igirm if all its
premises are ifC,, andplausibleotherwise.

Arguments can be displayed as inference trees. An examglenant,A,, is shown in Figure 1.4,
has premise#, P,, P;, and conclusior’;. A single and double bar stand for, respectively, a strict an
defeasible inference. Argumedt, has three subarguments, namdly, which has premise®; and P,
and conclusiorPs, and the formula$’;, P, and P, as atomic subarguments.

An argumentation system and a knowledge base are combirtbdawargument orderingnto an
argumentation theory The argument ordering could be defined in any way, for exampl terms of
orderings orfR; and/Cy,.

Definition 2.2 [Argumentation theories] Armrgumentation theorys a triple AT = (AS, K, <) where
AS is an argumentation systelifg,is a knowledge base idS and= is a partial preorder on the set of all
arguments on the basis kfin AS (below denoted by 47).

Arguments can be attacked in three ways: attacking a cdndwd a defeasible inference, attacking the
defeasible inference itself, or attacking a premise. Tongdfiow a defeasible inference can be attacked,
a functionn is assumed that assigns to each elemef p& well-formed formula inC. Informally, n(r)
(wherer € R;) means that is applicable. For our argumentation system, ASPIC+'s d&firs of attack
can be simplified as follows:

Definition 2.3 [attacks]A attacksB iff A undercutsrebutsor undermines3, where:

e A undercutsargumentB (on B’) iff Conc(A) = —n(r) for someB’ € Sub(B) such thatB"’s top
rule r is defeasible.

e A rebutsargumentB (on B’) iff Conc(A) = —¢ for someB’ € Sub(B) of the formBY,..., B/ =
®.
e ArgumentA undermines3 (on ) iff Conc(A) = —¢ for some ordinary premisg of B.

In Figure 1, argumenti, can only be rebutted or undercut on its defeasible subanmgure
Attacks combined with the preferences defined by an arguordeting yield three kinds of defeat.

Definition 2.4 [Successful rebuttal, undermining and defeat]
e A successfully rebutB if A rebutsB on B’ andA £ B’.
e A successfully undermind$if A underminesB onyp andA £ ¢.
e A defeatsB iff A undercuts or successfully rebuts or successfully undessin

The success of rebutting and undermining attacks thusviesatomparing the conflicting arguments at
the points where they conflict. The definition of successfdarmining exploits the fact that an argument
premise is also a subargument. For undercutting attackefenences are needed to make it succeed, since
undercutters state exceptions to the rule they attack.

ASPIC+ thus defines a set of arguments with a binary relatfodeéeat, that is, it defines abstract
argumentation frameworks in the sensedf.[Formally:

1In the definitions below-—¢ denotesp, while if v does not start with a negatior, denotes—.



Definition 2.5 [Argumentation framework] Ambstract argumentation frameworkd ¢') corresponding to
an argumentation theory\T" is a pair< A, Def> such that:

e A is the set of arguments on the basis4df as defined by Definition 2.1,
o Def is the relation on4 given by Definition 2.4.

Thus any semantics for abstract argumentation can be dppli@SPIC+.

3 CATO Argumentation Schemes

In this section, formal argumentation schemes for CATCestylse-based reasoning are provided. We give
a brief overview of CBR as represented in CATO in section ittpduce our running example in section
3.2, present elements of the language in section 3.3, feidle argumentation schemes in 3.4, and report
the results with respect to our example in 3.5. In sectiorm&@orove that our ASPIC+ argumentation
theories satisfy? |'s rationality postulates of strict closure and consisten

3.1 Case-based Reasoning as in CATO

CATO [? ], which we focus on in this section, analyses cases in tefinfaators where a factor is a
prototypical fact situation that predisposes the decigmofavour of one party or the other in the case;
for trade secret law, the domain CATO is designed for, théofaocconcern trade secret misappropriation
and are derived fronRestatement of Torts First, Sec. 7&dd theUniform Trade Secret Adisee P ?

]). As different precedents have different distributiorigaxtors, finding and reasoning about precedents
with respect to a current case requires one to examine thbinations of and counter-balancing between,
factors in the cases. In addition to the factors themsethese is aactor hierarchyin which anabstract
factor has factors as children; in reasoning with the abstracofa@nd the factors of a case, differences
between the cases can sometimes be reconciled. The arguioeisthemes discussed in this paper make
such reasoning patterns explicit and formal.

A case comparison method for LCBR was introduced?n][ where cases are analysed in terms of
partitionsof case factors. Various distributions of factors amonigstdartitions can be used to support or
undermine the plaintiff’s argument that the current casmikhbe decided in the plaintiff's favour.?[]
provided some informally expressathumentation scheméar this partition method, where the schemes
aredefeasible reasoning patterand the partitions are sets of CATO factors and the factoaldby is
used. This paper formalises, articulates, and extendéirikisf research on LCBR.

3.2 Running Example

To clarify the discussion, we provide a running example gisiiason v Jack Daniels Distiller{indicated
with Masor) andM. Bryce and Associates v Gladstdiredicated withBrycé) as analysed in CATO, based
on the factors and factor hierarchy A .

Mason v Jack Daniels Distillefyis a well known case, so well known that an episode of the Simg
was based on it. A bartender, Tony Mason, invented a cockiaichburgh Lemonade comprising Jack
Daniel’'s whiskey, Triple Sec, sweet and sour mix, and 7-Ugrdved surprisingly popular. Mason met
Winston Randle, a sales representative for Jack DanielllBigf and they talked about the drink, and
its possible use in a promotion. Approximately one yearrltte defendants were developing a national
promotion campaign for Lynchburg Lemonade. Mason clairhedilte had parted with the recipe because
he had been told that his band would be used in the promotiofact Mason received nothing. The jury
found for the plaintiff, but awarded only a dollar in damagidsre we will treatMasonas the current case
under consideration.

2518 So.2d 130, 1987 Ala. Civ. App.
SFlaming Moe’s, the tenth episode of the third season.



In M. Bryce and Associates v Gladstdrigryce was a software company with a product bearing the
registered trademark “Pride”. “Pride” is a complete methlody for the design, development and imple-
mentation of an information system. Bryce made a presemntati “Pride” to the defendants, hoping to
make a sale, after which the defendants designed and imptetha manual that duplicated its procedures,
forms and standard®Brycethus also involves disclosure in negotiations and was fdanthe plaintiff,
and so can serve as a possible precedent.

We give the factors for each case, as used in CATO, (the faizatifiers, /' and so on are those used
in [? ] and adopted in other work discussing CATO). We also indithé side favoured by the factors:

e Mason

— F1 Disclosure-In-Negotiations (d)
— F6 Security-Measures (p)

— F15 Unique-Product (p)

— F16 Info-Reverse-Engineerable (d)
— F21 Knew-Info-Confidential (p)

e Bryce

— F1 Disclosure-In-Negotiations (d)
— F4 Agreed-Not-To-Disclose (p)

— F6 Security-Measures (p)

— F18 Identical-Products (p)

— F21 Knew-Info-Confidential (p)

In subsequent sections, we illustrate the formalism wiih ékample.

3.3 Elements of a Language

We begin by defining the language that we shall use to talktadioucases and which will be used in our
underlying knowledge base. We assume a many-sorted fulst-tanguage with sorts for parties, cases
(with subsorts for current cases and precedents), faatoraator sets. We trust that the types of the terms
and predicate and function symbols will be clear from thetexirand wording.

We first discuss some preliminaries. To correctly repreaadtreason with set-theoretic expressions,
the following definitions are assumed to bekip:

1. Vs,8'.(sC s =Vz(zr€s =z €5))°
2. Vz,s,s(xesns =(xeshxes))
3. Vz,s,s.(xesUs =(xesvVaeys))
4. Vzx,s,s'(res\s=(xeshags))

In expressions likeyFactors(Mason) = {F6,F15, F21} the bracketq and} are together a function
symbol operating on the termis6, F'15 and F21. To preserve the meaning of the function symbol the
following axiom is added tdC,,:

5. Vs,x1,...,2pn.s={x1,..., 2, =Vyly€s=(y=a1V...Vy=1x,))

Here the variable ranges over sets. This definition assumes that sets are fifiteh in our domain is a
safe assumption.
Factors are irkC, declared to be either pro-plaintiff or pro-defendant, with

4107 Wis. 2d 241
5In this paper the long double arrow=- denotes the material implication.



e pFactor(factor), meaning thafactor is a pro-plaintiff factor;

e dFactor(factor), meaning thafactor is a pro-defendant factor.
In our running example we have at least the following forrautelC,,:

e pFactor(F})

o pFactor(F6)
e pFactor(F15)
e pFactor(F18)
e pFactor(F21)
e dFactor(F1)

e dFactor(F16)
No factor can be both pro-plaintiff and pro-defendant, esped by adding t&,,:

6. VYfactor—(pFactor(factor) A dFactor(factor))

We next turn to the representation of cases. We will not tatkud cases directly, but cases as analysed for
use by the CATO system, which is the system that providesahsdigm on which our argumentation will
be based. For CATO, a case has a name, a set of factors in fafvitngr plaintiff, a set of factors in favour

of the defendant, and (if the case is a precedent) an outomhieh is one of plaintiff or defendant. We
describe cases as follows. First for each case the setsafitffiland defendant) factors in the case are
specified with the following predicates:

e hasFactor(case, factor), meaning thafactor is a factor incase.

e hasPfactor(case, factor), meaning thatactor is a plaintiff factor incase.

e hasDfactor(case, factor), meaning thafactor is a defendant factor inase.
Moreover, the following definitions are addedifq .

7. Ycase, factor.hasPfactor(case, factor) = hasfactor(case, factor) A
pFactor(factor)

8. Vease, factor.hasDfactor(case, factor) = hasfactor(case, factor) A
dFactor(factor)

The idea is thabasFactor(case, factor) statements are added/, and that they together with the spec-
ifications of the types of factors i, give rise to strict arguments fdtasPfactor(case, factor) and
hasDfactor(case, factor) conclusions. In our running example we thus have strictragnts for the fol-
lowing conclusions:

e hasPfactor(Mason, F6)
e hasPfactor(Mason, F15)
e hasPfactor(Mason, F21)
e hasDfactor(Mason, F1)

(
(
(
e hasDfactor(Mason, F16)
e hasPfactor(Bryce, F/)

(

e hasPfactor(Bryce, F6)



e hasPfactor(Bryce, F18)
e hasPfactor(Bryce, F21)
e hasDfactor(Bryce, F1)

To ensure that a factor belongs to a case if and only if spdcifgesuch, the predicate completions of
the predicatehasFactor and the uniqgue-names and domain-closure axioms for obgatisfying these
predicates are addedAg,. This makes, for example, the following pairs of formulagually inconsistent:

o pFactors(Mason) = {F6, F15, F21} andpFactors(Mason) = {F4, F21}
e pFactors(Mason) = {F6,F15, F21} andhasPfactor(Mason, F4)

In our running example the predicate completion formulasaarfollows:

e Vcase, factor.hasFactor(case, factor) =
((case = Mason A (factor = F1 NV F6 V factor = F15V F1 V factor = F21))V
(case = Bryce A (factor = F1 V F4 V factor = F6 V factor = F18 V factor = F21)))

The unique-names and domain closure axioms are:

e Vcase.case = Mason V case = Bryce

Mason # Bryce

Yfactor.factor = F1V ...V factor = F115
o F1 #...4+F115

The following three function expressions are used to deaotase’s sets of pro-plaintiff and pro-
defendant factors and its outcome:

e pFactors(case) = setOfFactors.
e dFactors(case) = setOfFactors.

e outcome(case) = party.

We then add the following axioms 16, to link expressions with theasPfactor, hasDfactor andhasfactor
predicates to expressions with thesymbol. It is these axioms that enable set-theoretic ojpexabn fac-
tors and factor sets.

9. Vcase, f.f € Factors(case) = hasFactor(case, factor)

10. Vcase, f.f € pFactors(case) = hasFactor(case, factor) A pFactor(factor)

11. Vcase, f.f € dFactors(case) = hasFactor(case, factor) A dFactor(factor)
With respect to our running example, we then have strictragnts for the following conclusions:
e pFactors(Mason) = {F6,F15, F21}
e dFactors(Mason) = {F1,F16}
e pFactors(Bryce) = {F4,F6,F18,F21}
e dFactors(Bryce) = {F1}

We also have irkC,,:

e outcome(Bryce) = Plaintiff



Additionally a feature of CATO is that factors are organiged a factor hierarchy, with factors being
the children of more abstract factors. Thus for every faat®ican have relations of the form:

e parentFactor(factor, abstractFactor)

While CATO has some intermediate layers in the factor hiéngreve omit some of them for our current
purposes as well as the label of these higher level factdns. abstract factors are also associated with a
side, with the following formulas i,

e pFactor(F102)
e pFactor(F115)
o dFactor(F105)

Note that cases are described only in terms of base leverfathusp Factors(case) anddFactors(case)
do not return any abstract factors. The factor hierarchy evagnally built by Aleven starting from the
base level factors, and in principle it would be possibledostruct different factor hierarchies, using dif-
ferent abstract factors and/or differentrent Factor relations, in which case paternity could even be the
subject of dispute, angarentFactor(factor, abstractFactor) would need to be the conclusion of some
rule, rather than a premise. We will, however, consider #woir hierarchy to be fixed to that used ][
and useparent Factor only as it is defined there.

e parentFactor(F1,F102

parentFactor(F4, F102

e parentFactor(F4,F115

)
)
)
)

parentFactor(F15, F105)

parentFactor(F16, F105)

(

(

(
parentFactor(F6, F102

(

(

(

parentFactor(F21, F115)

A factor hierarchy can be specified by adding a formula of dtiedving form to K,

e Vfactorl, factor2.parentFactor(factorl, factor2) = (factorl = Fi; A
factor2 = Fj;) V...V (factorl = Fy, A factor2 = Fj,)

If desired, axioms can be addedA®, to exclude cycles in the factor hierarchy, but multiple pése
must be allowed to represent the hierarchyf.[

Cases are compared with one another in terms of their faclbis gives rise to a further six functions
of the following type:

commonPfactors : currentcases X precedents — 272¢tors

The six functions are defined as follows as elements,of

Vf, curr, prec.
12. commonPfactors(curr, prec) = pFactors(curr) N pFactors(prec)
13. commonDfactors(curr, prec) = dFactors(curr) N dFactors(prec)
14. currPfactors(curr, prec) = pFactors(curr) \ commonPfactors(curr, prec)
15. currDfactors(curr, prec) = dFactors(curr) \ commonDfactors(curr, prec)

16. precPfactors(curr, prec) = pFactors(prec) \ commonPfactors(curr, prec)



17. precDfactors(curr, prec) = dFactors(prec) \ commonDfactors(curr, prec)

With respect to our running example, we have:

commonPfactors(Mason, Bryce) = {F6, F21}
o commonDfactors(Mason, Bryce) = {F1}

o currPfactors(Mason, Bryce) = {F15}

e currDfactors(Mason, Bryce) = {F16}

e precPfactors(Mason, Bryce) = {F4,F18}

e precDfactors(Mason, Bryce) = ()

These relations are the building blocks for our argument first two are the basis for a comparison
and represent what is common between the two cases. Theniag&iur represent differences, and their
effect will depend on the outcome of the previous case anditieefor which we are arguing. Suppose we
are arguing for the plaintiff: then we can only use preceslenth the outcome plaintiff. For such cases,
currPfactorsand precDfactorswill strengthen the plaintiff’s position, since they repeat, respectively,
plaintiff reasons ircurr not available in theorecand defendant reasons in theecwhich are not available
in curr. On the other hand;urrDfactorsandprecPfactorsweaken the plaintiff's position igurr. Simi-
larly, if arguing for the defendant in theurr, currDfactorsand precPfactorsstrengthen the position and
currPfactorsandprecDfactorsweaken it. The precise nature of the strengthening and wéakevill be
made clear when we consider the argumentation schemes tragleglse different partitions.

Next we need to express that one set of factiastorSetlis preferred over anothdgctorSet2

o preferred(factorSetl,factorSet2)

In our analysis, the preference is the claim of a defeasilgieraentation schem@S2 which only appears
later. We cannot, then, straightforwardly provide the @refice in our running example until section 3.4.

Finally, we need another relation between factors. If fexcfor a given party share the same ancestor,
then both factors get their force from the fact that the sapséract factor is present in the case. This means
that, if they favour the same party to the case, it may be plesg) substitute one for another. Similarly if
they favour different parties, they may cancel each othéisowas to remove the abstract factor from the
case. Therefore we have two additional predicates:

o substitutes(factorl, factor2)

e cancels(factorl, factor2)
To define these predicates, the following definition of theestor relation between factors is addedtg

18. Vf1, fa.ancestor(f1, f2) = parentFactor(fy, f2) V 3fs(ancestor(f1, fs) A
parentFactor(fs, f2))

We define substitution and cancellation of factors that @dngnefit the plaintiff as follows, where substi-
tutions applybetweercases and cancellations apphithin cases. Substitutions and cancellations for the
defendant would be similar, though switching the prededtand factor sets). The following definitions
are iniC,:

19. Vf1, fa.substitutes(f1, f2) =
((pFactor(f1) A pFactor(f2)) V (dFactor(f1) A dFactor(f2))) A
fs(ancestor(fi1, f3) A ancestor(fa, f3))

20. Vf1, fa.cancels(f1, f2) =
((pFactor(f1) A\ dFactor(fz2)) V (dFactor(f1) A pFactor(f2))) A

Afs3(ancestor(f1, f3) A ancestor(fa, f3))



In our running example, we have:

o substitutes(F4, F6) sinceprecPfactors(Mason, Bryce) = {F4,F18} andFj € {F4,F18} and
pFactors(Mason) = {F6, F15,F21} and
F6 € {F6,F15, F21} andparentFactor(F4, F102) and
parentFactor(F6, F102).

o cancels(F15, F16) sincecurrPfactors(Mason, Bryce) = {F15} andF15 € {F15} anddFactors(Mason) =
{F1,F16}andF16 € {FF1, F16} andparentFactor(F15, F105) andparentFactor(F16, F105).

Intuitively, we want to argue that we should decidasonfor the plaintiff on the basis dBryce The
argument will be thaMasonand Bryce share several factors (both for plaintiff and defendantyl so,
sinceBrycewas decided for the plaintiff, so too shoulthsonbe decided, provided that any differences
between them can be argued away by substitution and catmella

In the next section we will present the argumentation sclsdmét from this language.

3.4 CATO style Argumentation Schemes

In this section we specify the defeasible inference riRgsof our ASPIC+ argumentation system. For
readability we will not specify them with the rule symbse! but asargumentation schemese., with a
double horizontal inference bar. Rule schemes will be naoyezkpression&ame(z1, . .., x,) where the
predicateName stands for the informal name of the rule and . . ., z,, are all free variables occurring
in the scheme. These variables are replaced by ground temeach instance of the scheme, resulting
in closed formulas that are the names of the scheme instaccesding to the function mentioned just
before Definition 2.3.

In this section we will always suppose that we wish to arguectlrr for the plaintiff. Arguments
for the defendant are similar, except that the strengtlgesnd weakening factor partitions are reversed as
discussed above. The argument is thatdhe should be decided for the plaintiff because the common
factors were preferred to the commaéifactors in theprec®

CS1(cur, prec, p,d):

commonPfactors(curr, prec) = p,
commonDfactors(curr, prec) = d,
preferred(p, d)

outcome(curr) = Plaintiff

Instantiating CS1, where owurr is Masonand ourprecis Bryce we have the following argument, indi-
cated withMason(Bryce)AL

Mason(Bryce)Al

commonPfactors(Mason, Bryce) = {F6, F21},
commonDfactors(Mason, Bryce) = {F1},
preferred({F6, F21},{F1})

outcome(Mason) = Plaintiff

Note that strictly speaking some of these premises are etkifiom £, U K,. However, to keep the
arguments reasonably readable we will leave strict déoiwatfrom the knowledge base implicit.

We will assume at this point that the information about casesir KB is correct, or at least beyond
dispute; this is relaxed in section 4.2. In ASPIC+ termsthédkes the case facixiomsand so the first two
premises cannot be questioned. The third, however, nedus éstablished, and this will be done using
CS2, which we will describe after considering undercuttel8S1.

SNote that CS1 uses only a subset of the factors from the peetethis is because CS2 also encapsulates the rule broadeni
move as discussed if? |, which is necessary to adapt theecso as to match theurr.
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There may, of course, be rebuttals, using a variety of argtatien schemes, but we need to recognise
that even if such a preference has been established prehdt may not be applicable to theurr, because
the defendant has arguments in ther that were not available in therec We therefore have the under-
cutting attack for arguments using CS1.

Ul.Y cur, prec,p,d):

f € currDfactors(curr, prec)
—CS1cur, prec,p,d)

Instantiating U1.1 witiMason Bryceand the relevant sets, we have an undercutter argument:

Mason(Bryce)A2

F16 € currDfactors(Mason, Bryce)
—~CS1(Mason, Bryce, {F6, F21},{F1})

While this presents a challenge to the plaintiff, the argunfienthe plaintiff can be defended if the
distinctions between the cases candosvnplayed The undercutting move of U1.1 is one way of distin-
guishing the two cases, and in CATO the abstract factor tdbyaallows us to downplay distinctions. This
downplaying can be done in two waysubstitutionor cancellation corresponding to the two different
kinds of extra strength theurr may have. Accordingly we introduce two schemes that can bd ts
provide undercutters of U1.1:

Ul.1.X curr, prec, f1, f2,p,d):

f1 € currDfactors(curr, prec),
f2 € dFactors(prec),
substitutes(f1, f2)

=UL1.2(cur, prec, p, d)

Ul.1.2 curr, prec, f1, f2,p,d):

f1 € currDfactors(curr, prec),
f2 € pFactors(curr),
cancels(f1, f2)

=UL1.2(cur, prec, p, d)

The idea here is that as the undercutting factor inctime has the same parent as a factopiac we can
substitute for the undercutting factor, where the poinhat the abstract factor can be seen to have been
applied also in therec alternatively, the undercutting factor in tlearr is cancelled out by some other
factor incurr, so that the abstract factor does not apply. Instantiatibg 12 with our running example and
given that we previously determined tle@ncels(F15, F16)we can form the following argument:

Mason(Bryce)A3

F16 € currDfactors(Mason, Bryce),
F15 € pFactors(Mason),
cancels(F15, F16)

-UL1.1(cur, prec, p, d)

We now turn to the argumentation scheme to establish thengmte between two sets of factors, re-
quired to justify the third premise of CS1.

CS2(cur, prec, p, d):
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commonPfactors(curr, prec) = p,
commonDfactors(curr, prec) = d,
outcome(prec) = Plaintiff

preferred(p, d)

Note that CS2 establishes a preference between two partgets. It might seem natural to add that from

preferred(p,d) we should be able to derivereferred(p’, d) wherep’ > p and preferred(p,d’) where

d’' C d, asin, for exampleq]. This, however, would be to go beyond CATO. Moreover it wbatguably

go against the spirit of CATO-style reasoning, which irssthat all claims about preferences are based on a

specificprecedent. CATO always argues using a particular precedewvr with a set of precedents. If the

current case does in fact contain additional pro-plaifiéiftors or fewer pro-defendant factors, these are

made use of in different arguments employing the argumientathemes CS3 and CS4 discussed below.
Instantiating CS2, we have an argument for the preferersomemtioned above:

Mason(Bryce)A4

commonPfactors(Mason, Bryce) = {F6, F21})
commonDfactors(Mason, Bryce) = {F16})
outcome(Bryce) = Plaintiff

preferred({F6, F21},{F16})
All of the premises of CS2 are taken from our database, oigbtifarward set operations on such data

and so represent ASPIC+ axioms which cannot be questiohisghbwever, possible to both rebut and to
undercut the argument.

R2.1(cur, prec, prec2, p, d):

p C commonPfactors(curr, prec2),
d C commonDfactors(curr, prec2),
outcome(prec) = Defendant

—preferred(p, d)

Attacks made using R2.1 offer counter examples in which #mescomparison was available in a case
decided for the defendant, suggesting that the preferenapgosite, and so providing a rebuttal. We do
not consider such rebuttals further in this paper, but imiaiga case they would be subject to attacks us-
ing the schemes introduced in this paper, just like CS2. dhefing scheme can be used to undercut CS2.

U2.1( curr, prec, p, d):
f € precPfactors(curr, prec)

—CSZ curr, prec, p, d)

Instantiating U2.1 witiMasonandBryce we have two arguments, one for each factor in precPfactors:

Mason(Bryce)AS:
Fj € precPfactors(Mason, Bryce)
—~CS2 Mason, Bryce,{F6,F21},{F1})

Mason(Bryce)A5”:
F18 € precPfactors(Mason, Bryce)
—~CS2(Mason, Bryce, {F6, F21},{F1})

U2.1 undercuts the argument by suggesting that it may hase the additional plaintiff factors available
in the precthat tipped the balance, and so distinguishingdber and theprec Like U1.1, U2.1 can be
undercut if we can downplay the distinction.

U2.1.% curr, prec, f1, f2,p, d):
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f1 € precPfactors(curr, prec),
f2 € pFactors(curr),
substitutes(f1, f2)

-U2.1(curr, prec, p, d)

U2.1. % curr, prec, f1, f2,p,d):

f1 € precPfactors(curr, prec),
f2 € dFactors(curr),
cancels(f1, f2)

U2. 14 curr, prec, p, d)

We instantiate U2.1.1, which undercuts U2.1:

Mason(Bryce)AG6.

F4 € precPfactors(Mason, Bryce),
F6 € pFactors(Mason),
substitutes(F4, F'0)

-U2.1(Mason, Bryce, {F6,F21},{F1})

At this point we have: the main argument for the plaintiff @don a particulaprec, comprising an
application of a preference and an argument for the pretetaimdercutters of these two subarguments;
and undercutters of some of these undercutting argumergsnay still, however, have some strengths of
thecurr unused, and so we can add some supplementary arguments.

CS3(curr, prec, f1,p, d):

commonPfactors(curr, prec) = p,
commonDfactors(curr, prec) = d,
preferred(p, d),
f1 € currPfactors(curr, prec),
—3fa(f2 € dFactors(curr) A cancels(fz, f1)).
—3f3(f3 € pFactors(prec) A substitutes(f, f3))

outcome(curr) = Plaintiff

CS4(CU’I"T, prec, flapa d)

commonPfactors(curr, prec) = p,
commonDfactors(curr, prec) = d,
preferred(p, d),
f1 € precDfactors(curr, prec),

—3fy(fo € currPFactors(curr) A cancels(fa, f1)),
—3f3(f3 € dFactors(curr) A substitutes(f1, f3))

outcome(curr) = Plaintiff

These arguments make use of the factors not used to subsiitidancel factors cited to undercut the
arguments for the plaintiff based on theec Thus CS3 points to additional plaintiff factors in therr

that were not used to cancel or substitute for factors otiserused C'S4 does the same thing in terms of
factors that made the defendant’s case stronger ipén@ Note that both require thareferred(P, D)as a
premise, and so must use CS2 to establish this. This seams aftogical point of view, somewhat odd,
since the premises of CS1 are a subset of CS3 and the comcladite same. Traditionally in work on
computational argumentation, arguments are defined sthth@remises should be a minimal subset from
which the conclusion may be derive®d]. Yet these are presented as arguments in CATO, and so we need
schemes for them if we are to reconstruct CATO. Essentibfigd arguments, which appear in CATO as
the moveemphasise strengthare intended to have a kind of rhetorical force, rather théogical force.
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Figure 2: Mason(Bryce) partial Argument Graph

From a logical point of view, the case is already won, but ideorto stress how superior the plaintiff's
position is, his advocate adds that not only has the prederbeen established, but there remains all this
unused ammunition which could have countered strongemnaegts against the position. The idea seems
to be to reassure the judge deciding for the plaintiff thatdbcision is not a close one, but quite clear and
convincing.

3.5 Running Example Result

We have the following defeat relations between argumernitg;iware represented in Figure 2, where we
indicate thatMason (Bryce) Adis a subargument dflason (Bryce) AL

o defeatMason(Bryce)A2 Mason(Bryce)Al)
o defeatMason(Bryce)A3 Mason(Bryce)A2
o defeatMason(Bryce)AS5 Mason(Bryce)Ad)
o defeatMason(Bryce)AS, Mason(Bryce)A4)
o defeatMason(Bryce)A6 Mason(Bryce)AH

Following [? ] and the assumption in ASPIC+ that an attack on a subargumesm attack on
the argument, there is a unique extension, containigson(Bryce)A6 Mason(Bryce)AS and Ma-
son(Bryce)A3. In particular, Mason(Bryce)Al does not appear in any extension as its subargument is
defeated by the unattackddbson(Bryce)AS. While the cases have common factddsycewas decided
in favour of the plaintiff, and the preference for the demsholds, we have not succeeded in eliminating
all significant distinctions; in particular, we have not fimlia substitution fo#'18. Were we to have found
such a substitution, then we would have a successful attadkason(Bryce)AS, in which case the ex-
tension would containNlason(Bryce)A6, Mason(Bryce)A4, Mason(Bryce)A3 Mason(Bryce)Al} but
notMason(Bryce)A2 Mason(Bryce)A5andMason(Bryce)AS5, so in this cas®rycewould have been a
good precedent fdvlasonas informally discussed previously.

Though this might appear to be a negative result, we canftianst into a positive result by finding an
argument againdflason(Bryce)AS, which requires that we substitute or cangels based on comparable
factors in the factor hierarchy. We might argue tha8 Identical-Product$olds in both cases, but was too
obvious to be explicitly mentioned iMason and so was omitted from the initial analysis performed for
CATO. Alternatively, we could argue th&t8 should be seen as providing too weak a factor to distinguish
the cases. As another possibility, we can argueNtedon(Bryce)A6 should rest on resolving the relative
strength ofF4 and F6, if that becomes an issue. In all three instances, we woudd teeargue about the
factors themselves, which is the subject of the next section

3.6 Rationality postulates

To prove that our argumentation theory satisfies the ralitgn@ostulates of consistency and strict closure,
the following properties need to be provef ¢ ]):

e R, is closed under contraposition or transposition.
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e Strict consequence tsclassicalin that if S - ¢, -, then any maximal subset 6fstrictly implies
the negation of the remaining element. (H&r& ¢ means that there exists a strict argumentgor
with all premises taken frorf.)

e AT is well-formed in that ifp is a contrary of) theny ¢ Kn ands is not the consequent of a strict
rule.

e The argument ordering i®asonableas defined in7 ?].

e The closure ofC,, under strict rules is consistent.

The first three properties are immediate from the fact thad a first-order language anein our case
corresponds to first-order consequence. Above we used amarg ordering in which all strict-and-firm
arguments are preferred over all other arguments and alstrat-and-firm arguments have equal strength:
given this it is easy to show that the argument ordering isaeable. It remains to show that the closure of
K., under strict rules is consistent. Since in our c4ss a first-order language arfdl; and+ correspond

to first-order consequence, this can be proven by specityfitgt-order model in which all our axioms are
true.

Proposition 3.1 The closure ofC,, under strict rules of the argumentation theory specified/ali® con-
sistent.

Proof:

We construct a model and then verify that all element§ pfare true in the model. Then completeness
of first-order logic implies the proposition. The model ains just one factor, one precedent and one
current case, where both cases share the factor as a pntifpfaictor and both cases are won by the
plaintiff’.

For ease of notation, we equate below the various model elesmeth the language elements that
denote them, letting the context disambiguate. Capitthnds as usual for the interpretation function of
the language in the model.

e The sorts, relations and functions of the model are thoseesponding to, respectively, the sorts,
predicates and function symbols 6f

e Individuals:

— Curr of sortcurr andPrecof sortprec(recall that both are subsorts of the state
— Plaintiff andDefendanbf sortparties

— F'1 of sortfactors

— P and{F1} of sortsets

e Interpretation of predicates (those not listed are empty):
— I(pFactor) = {F1}
— I(outcome) = { Plaintiff }
— I(hasPfactor) = {(Curr, F1),(Prec, F1)}

— I(hasFactor) = {(Curr,F1),(Prec, F'1)}
— The interpretation of ande is obvious and left implicit.

e Interpretation of functions:

— Factors(Curr) = {F1}
— pFactors(Curr) = {F1}

“Although this example is minimal it is not unrealistic. It wotid for example, the representation®ierson v Posin [? ].
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Factors(Prec) = {F1}
pFactors(Prec) = {F1}

— dFactors(Curr) = ()

— dFactors(Prec) = ()

— commonPfactors(Curr, Prec) = {F]}

— commonDfactors(Curr, Prec) =

— currPfactors(Curr, Prec) = ()
— currDfactors(Curr, Prec) = ()
— precPfactors(Curr, Prec) = ()
— precDfactors(Curr, Prec) = ()
— outcome(Curr) = Plaintiff
— outcome(Prec) = Plaintiff

— The interpretation of }, U, N and) is obvious and left implicit.

We now verify that all axioms are true in this model.

Axiom 1 is clearly true for the following three caseB(s) = I(s') = 0; I(s) = I(s') = {F1};
I(s) = O while I(s") = {F1}. Since these are all cases that can arise, Axiom 1 is unletsze.
In the same way it is easy to verify that Axioms 2 - 4 are true.

For axiom 5 note first that this axiom is in fact a scheme fortaaxioms and that in our case we
only need to consider the version with two variableshdz,. Then two cases have to be considered,
in both of which we havd (z;) = F1. The first case is whef(s) = (). Then the left-hand side
of the equivalence equals fo= {F1 }, which is false in the model. In this case the right-hand side
reduces taF'1 e @, which is also false in the model, so the equivalence is tiilie second case is
when if I(s) = {F1}. Then the left-hand side of the equivalence equalstv} = {F'1}, which is
true in the model. In this case the right-hand side reducd&te {F'1}, which is also true in the
model, so the equivalence is again true.

Axiom 6 is true sincd (dFactor) = .

Axiom 7 is true since there is only one individual of sfaittor, namely F'7, and we have that
I(pFactor) = {F1} andI(hasPfactor) = I(hasFactor) = {(Curr, F1),(Prec, F1)}. Likewise,
Axiom 8 is true sincd (dFactor) = I(hasPfactor) = ().

Axiom 9 is true since our model contains only one factor anal tases. For the first case we have
Factors(Curr) = {F1} soF1 € Factors(Curr) and we have Curr, F1) € I(hasFactor). The
second case (witRreg is identical. So both sides of the equivalence are true lfof @nd case.
Axiom 10 can be verified in the same way. Axiom 11 is true sim@erhodel has no pro-defendant
factors.

For axioms 12-17 note that all three variables can be iristaatin only one way. Then axiom 12 is
true sincecommonPfactors(Curr, Prec) = {F1}, pFactors(Curr) = pFactors(Prec) = {F1}
and{F1} n{F1} = {F1}. Similarly, axiom 12 is true sinceommonDfactors(Curr, Prec) =

0, dFactors(Curr) = dFactors(Prec) = ) and® N = 0. Axiom 14 is true since
currPfactors(Curr, Prec) = 0, pFactors(Curr) = {F1}, commonPfactors(Curr, Prec) =
{F1}and{F1}\ {F1} = (. Axioms 15, 16 and 17 can be verified in the same way.

Axioms 18-20 are true since the interpretations of the jpagdsancestoy parentFactor substitutes
andcancelsare all empty.

Finally, the domain-closure and unique-names axioms neugelified. The relevant domain closure
axioms are:
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— Yecase, factor.hasFactor(case, factor) =
((case = Curr A factor = F1)V (case = Prec A factor = F1))

— Vease.case = Curr \V case = Prec
— Curr # Prec
— Yfactor.factor = F1

It is straightforward to show that these are true in the model

Corollary 3.2 The Dung-style argumentation framework correspondindgnéoargumentation theory de-
fined above satisfies all four rationality postulates as tdated in [? ].

4 Beyond Factor-Based Reasoning

Thus far we have considered reasoning from cases reprdssesets of factors to their outcomes. This has
been the focus of most work on cased-based reasoning in Alamdand the understanding of this aspect
of reasoning with cases is quite mature. This has enabledlp®pose a set of argumentation schemes to
capture this reasoning with some confidence. There is, heywvavot more to reasoning with legal cases
than this: cases do not arrive neatly packaged as bundlastof$, but as rather messy collections of facts.
Once the facts of a case have been established - and this rhag straightforward since the move
from evidence to facts is often itself the subject of deblgigal reasoning can be seen, following Rd3s [
] and more recentlyq], as a two stage process, first from the established factg¢omediate predicates,
and then from these intermediate predicates to legal coesegs. CATO has been explicitly identified
with the second of these steps (e.g.]). Finding these intermediate predicates is by no meanplsim
and different intermediate concepts require differerdtstfies. Some can be given by listing facts, which
supply sufficient, and possibly collectively necessarmpditions but others require consideration of a range
of facts, none of which supply sufficient or necessary céowlt However, as argued il |, which factors
hold of a case or which side is favoured by a particular facgt bwthe whole point. It is even sometimes
necessary to argue about what factors there are. To tellloéevgtory of reasoning with cases, therefore,
it is necessary to consider the step from facts to factorsthigisection we will propose some initial
argumentation schemes for this step of the process. Sieoe ithno well understood model to work with,
our proposals will be more tentative than was the case in teeiqus section. None the less, we hope
that they will provide useful pointers as to the way forwafdgumentation schemes for reasoning about
what factors hold in a case relative to the facts of a casenareduced in section 4.2. Further schemes
for reasoning about exclusory relations between fact@d@cussed in section 4.3. Finally, section 4.4
presents schemes for reasoning about factors along diomexnsi

4.1 Dimensions in Legal Case-Based Reasoning

Dimensions, rather than discrete factors, were used ifdRidsand Ashley’'s HYPOT ], the system from
which CATO was developed. Since factors as in CATO predotaiiathe literature? ? ? ], some
background discussion on and justification for dimensisnsarranted. Dimensions have axtentand
values along the extent. In contrast to factors, which areesimply present or absent, a dimension, if
present, may favour the plaintiff or defendadata particular degree Dimensions encompass a range of
values, with the extreme pro-plaintiff value at one end dredéxtreme pro-defendant value at the other.
Thus, at some unspecified point along the range the dimemsilorease to favour the plaintiff and start to
favour the defendant. Dimensions and factors are, howeelated.

In one relationship, while a dimension may be continuougpfa are intervals along the dimension and
ordered with respect to one another; in other words a8 Jpfactors can be taken as thaluespositioned
along a dimensiofl. For example, one dimension in HYPO S®crets-Voluntarily-Disclosednd ranges
from 0 to 10,000,000 disclosees, 0 being the pro-plaintiation. In CATO, this dimension is expressed

8This is related to a general phenomena in cognitiocatégorial perceptiofi? ].
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as factors that are ranked in strength. There is a pro-dafefgctorSecrets-Disclosed- Outsidewghich is
present if any disclosure at all had been made, effectivalyng that the dimension favours the defendant
rather than the plaintiff if a single person is disclosedand after that no further force is given to the
defendant if there are a million disclosures. In this resfigs a relatively weak factor for the defendant.
In addition, there is ®isclosure-In-Public-Forunfactor, which is intended to cover extensive non-specific
disclosure. This is a stronger factor for the defendantéflatter, stronger, factor applies, then the former
does not. Thus, we must reason not only with respect to therfathat hold of a case, but also with
the relative strengthof the factors one to the other. A number of HYPO dimensiorsBwolean and
counted as present only for one end of the range (@ganmon-Employee-Sole-Developand these map
straightforwardly to a single CATO factor.

Some other dimensions found in HYPO and used as the basisAb© Gactors are not related by a
strength ordering relative to some measurable parametest ilteresting is the HYPO dimensiSecurity-
Measures-Adoptedvhich has a range (from pro-defendant to pro-plaintiff):

e Minimal measures, Access to premises controlled, Reistnigton Entry by Visitors, Restrictions
on Entry by Employees, Product Marked Confidential, Emptoyeade Secrets Program EXxists,
Restrictions on hardcopy release, Employee non-dis@osgireements.

In CATO, this translates into several factors without refere to relative strength or position along some
continuous parameteNo- Security-Measure$ecurity- Measureutsider-Disclosures- Restrictednd
Agreed-Not-To-Disclosel'he increasing support for the plaintiff's cause is intkceby additional factors,

in effect, a cumulative reading, rather than by an orderini® factors according to strength, and which
associates them with a point along a HYPO dimension.

Although factors dominated thinking about this style ofs@@ing in Al and Law for some time (e.qg.
[? ? ?]), the need for dimensions was argued for ][ Chief amongst the reasons was that the key
issue of the case may be about where along the dimensiona fatts and, having situated it, whether
the factor favours the plaintiff or defendant. The clad3ierson v Posts an example: the dispute turns
on when pursuit can be counted as justifying possessiomwtiagh different degrees of progress towards
bodily possession need to be recogni¥e@ontrast this with the representation based on factorsoin, f
example P ], where the case is assigned the factaught and Post is then left without an argumént

We can further illustrate the issues usiBigrson v Posas basis for further reasoning about the factors
and schemes that apply in cases. We will take Post as thdiff|aia in the original action. In? ], the only
factors present aneotCaughtand OpenLand both of which are pro-defendant. Thus any case found for
the defendant where the incident had taken place on operatzohthe plaintiff had not caught the animal
would serve as a precedent; the plaintiff had nothing on kvkicbase the plaintiff's case, all additional
factors in the chosen precedent strengthening the defésdase. In fact the argument put forward for the
plaintiff was that Post was sufficiently close to, and sudfitly certain of, taking bodily possession of the
fox that it should beounted agaught.

Essentially this is an argument against the presence ofa favouring the defendant, and an argument
in favour of the presence of a factor favouring the plaint¥/hat this means in ASPIC+ terms is that
the status of the factors attributed to the case cease toibmscand become instead premises requiring
justification. What form might this justification take?

In Pierson v Postthe defendant’s argument was in terms of particular aittest* Tompkins, arguing
for the defendant, cites Justinian, Fleca, and Bractorgfallhom seem to say that actual bodily posses-
sion is required, and Puttendorf and Barbeyrac, who seeriole some latitude, but still require mortal
wounding. Livingston, arguing for the plaintiff, claimsahcertain capture would also be enough for Bar-
beyrac, but also says that it should be so found in this cag@ddaeleological purpose of encouraging the
destruction of vermin. Neither of these lines of argumentaase based or reasoning on the basis of the
relationship of facts and factors per se, but make use ofrgeagumentation schemes suchfagument
from AuthorityandSufficient Condition Scheme for Practical Reasoriound in works such a<?[].

9n brief the facts were these. Post was chasing a fox witheramsl hounds and had cornered it when Pierson intervenedilkst k
it with a fence pole. Post sued Pierson for taking his fox. @peal, Pierson won on the grounds that only by mortally wongadir
seizing the animal can one acquire possession of it, not sibyppursuing it.

10For a more recent attempt to represeigrson v Postvith factors see? ].
For a detailed reconstruction of the arguments in this casgde

18



4.2 Reasoning from Facts to Factors

There is, however, one argumentation scheme for case-lbeasdning from facts to factors that can be
articulated. Suppose an undecided case concerning aaptanwild animal is being argued where the
plaintiff claims that the animal wasaughton the basis of hot pursuit and inevitable capture. Morgover
we takePierson v Posts aprecedent Yet, though the argument was put forward in the precedexttte
plaintiff should be counted as having caught the animas tas not sustained, but rather the precedent
establishes that the factoot-Caughtapplies to the benefit of the defendant. To argue thus, evarsiic-
cessfully, requires that cases are not only representegtnimstof summarising factors (e.got-Caugh}

but also to the underlyinfactswhich, in effect, support the factor (e lgot pursuitandinevitable capturg

In addition, it indicates that we must reason alsmitemesor relationships between case facts and factors;
that is, inPierson v Postit is argued thahot pursuitandinevitable capturalo not implycaught whereas

in our hypothetical case, it is argued that they do.

In HYPO there are some procedures that determine whetharendion applies in terms of facts stored
about the case, in effect, providing schemes to reason #itdctor category in the case. These schemes
are not provided with any justification and no source is git®n are simply hard-coded into the dimension
frames. We could therefore expect our KB also to containmeelserelating factors to facts. To our previous
notation, we add a binary relatidrasFactbetween a case and a fact:

o hasFact(case, fact); e.9. hasFact(PiersonVPost, HotPursuit)

We also add a corresponding sort factsto L.
We also introduce a five-place rule relation:

o rule(rulename, fact, factor, justifier, justificationtype),
wherefactis a fact, gustifieris some (or nongdicial authority or case decisigrand thgustifica-
tion typeis from Authority, Definition or Contention

Accordingly, we add taC sorts forrules, justifiersandjustificationtypes
We have a sample of five rules, which are discussed furthembel

e rule(Rulel, NoBodilyPossession, NotCaught, Justinian, Authority)
o rule(Rule2, MortallyWounded, Caught, Puttendorf, Authority)

(
e rule(Rule3, NoPursuit, NotCaught, None, Definition)
o rule(Rulej, HotPursuit, NotCaught, None, Contention)
o rule(Ruled, HotPursuit, Caught, None, Contention)

These legal rules will be included as factskiy. The last argument of theile predicate stands for
the legal justification type of the ruleRule3needs no further justification: it is true simply in virtue of
the standard English meaning of the words. The other rulmsetwer, do need some justification. [ [

] three types of justification were suggested: authorityalgpractice and precedent cases. Of the above
RulelandRule2are justified by authorities, Justinian and Puttendorfeespely; if we accept Justinian
(Puttendorf) as an authority we accépile1(Rule). RulesRuledandRule5are not justified by authority

or legal practice. At the time dPierson there were no precedent cases to provide justification tlzd
dispute was whethdRuledor Rule5should hold. Following the decision &fierson v Postwe assume that
Rule4holds, though Livingston argued f&ule5 This, however, remains an interpretation of the analyst:
all talk of factors, and the attribution of factors to casemes from the analyst, not the judge.

The analyst would therefore need to record this interptan the knowledge base based on a family
of argumentation schemes:

CSYrulename, fact, factor, justifier, justificationtype, curr, prec):

hasFact(curr, fact)
rule(rulename, fact, factor, justifier, justificationtype)

hasFactor(curr, factor)
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Note that CS5 can be instantiated using bRtle4andRule5 with the resulting arguments rebutting
one another. Undercutters would be, for example, argunteritse effect that the justifier was not an
acceptable authority. IRierson v Post.ivingston argues that Justinian cannot be considereditinhege
authority as he is too ancient, and society has changed teb since he was current.

A technical complication is that since ndwsFactor(curr, factor) expressions are defeasibly deriv-
able, the method with predicate completion does not workmaose. An alternative (taken fron?[]) is to
replace the predicate completion with the following deilglasrule and to give this rule lower priority than
any other rule:

e = —hasFactor(curr, factor)

The unique-names and domain-closure axioms are retairgtdr@nnow also formulated for rules and
facts. Then any argument for an unnegatiedFactor conclusion will strictly defeat any argument using
this defeasible rule. With this method any argument forjristance,
(*) Vfactor.hasFactor(Mason, factor) =
factor = F1V F6 V factor = F15V F16 V factor = F21

is justified if and only if the formulagasFactor(Mason, F1), hasFactor(Mason, F'6), hasFactor(Mason, F15),hasFactor(
andhasFactor(Mason, F21) have justified arguments. This is since (*) is strictly dedfrom these five

formulas and the unigue-names and domain-closure axiana)sdefeater of an argument for (*) defeats

an argument for any of these five formulas.

Reasoning about facts, factor sets, and factors requiieadditional level of representation, which is
reflected in differences between HYPO and CATO. HYPO staass facts and calculates the applicability
of dimensions on the basis of these. HYPO deterministiGakigns dimensions on the basis of facts and
does not support argument about them. CATO does not stoecfaets, and provides a descriptive rather
than a computational characterisation of factors, relgingn analyst to assign them to cases; it does not
support either argument or justification. We need make nbéurmassumptions here about what additional
information the knowledge bases contains, but there maylised possible facts along particular dimen-
sions as in, e.g.7] and [? ], or, perhaps, some more complicated ontology represgttindomain. For
arguments from authority and teleological arguments ferpgresence of a factor, we rely on the standard
argumentation schemes. As noted above, there are somardies! with the validity rules of% ], but
whereas there the validity in question was a legal rule, lesethe qualification of facts as factors used
in rules, which are used by the analyst and are not themskdgatrules. Note that these arguments for
and against the presence of factors conflict through rdbatid so preferences, among sources, purposes,
precedents, or a combination of these, may be required trdiete which argument is accepted, in the
light of a specific audience?[].

4.3 Reasoning about Factor Incompatibility

In section 3.4, we provided rules for arguing about sultstifpor cancelling factors in relation to the factor
hierarchy. In this section, we discuss other ways to reabontdactors. In CATO, when analysing cases
the analyst is required to respect the fact that some pafexturs are incompatible, so that the presence of
one factor in a case provides an argument against the peeséanother factor in that case. This is obvious
in the case of clearly dichotomous factors sucleasghtandnotCaught but it is much more widespread
than this in CATO. In P ] each factor has a textual explanation of when it does and doteapply. Often
the latter includes circumstances where some other faots dpply. InP ] we have:

F20 InfoknownToCompetitors (d)

Description: Plaintiff’s information was known to competitors.

This factor shows that plaintiff's information was known time industry or available from
sources outside plaintiff’s business.

The factor applies if: The information plaintiff claims as its trade secret is gahknowledge
in the industry or trade.

The factor does not apply if: Competitor's knowledge of plaintiff's information ressikolely
from disclosures made by plaintiff. (In this situatidni0 applies.) Or if the information could
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be compiled from publicly available sources, but there wagvidence that competitors had
actually done so. (In this situatiofn;24 applies.)

F10 is Secrets-Disclosed-Outsideasd F2/ is Info-Obtainable-ElsewhereThus F10 and F'2/ are in-
compatible with#20 and with one another.
To express the relationship of exclusion, we need an additioredicate:

o cxcludes(factorl, factor2)
excludeds a symmetric relation, so we add the following axiom t&Gg:
21. Vfactorl, factor2.excludes(factor!, factor2) = excludes(factor2, factorl)

Now if one side argues thadt? is present, but the other believes & more appropriately describes
the facts, it is important to ensure that both are not takgaresent. This gives rise to an additional axiom:

22. Ycase, factorl, factor2.hasFactor(case, factorl) A
excludes(factorl, factor2) = —hasFactor(case, factor2)

There are other argumentation schemes that can be usedlbtigrsthat a factor is or is not in a case,
such as those based on authority or purpose. Also note ttiadrié is an argument fdactorl excluding
factor2 there will also be a rebutting argument factor2 excludingfactorl Which will be accepted will
depend on which is supported by the stronger arguments.

In section 4.1, we recognised that factors may favour thaitypto different extents. In light of this,
we need to reconsider our notions of cancellation and gubieti. Arguments based on substitution and
cancellation were used to undercut arguments distinquistases. Given that undercutters always win,
these are powerful arguments. But suppose the factors stignevereF'20 and F24, as defined above. It
is clear from the description th&t20 is intended to be more pro-defendant thedy , for F20 represents an
actual rather than a merely possible state of affairs. Thue haveF2/ in acurr and F'20 in apreg, there
is no problem in substitution: when considering the two uritle common abstract factor the plaintiff's
case is stronger, because the factor for the defendant lsewiethecurr. But if plaintiff attempts to argue
that F'24 in a precsubstitutes fo#'20 in a curr, undercutting an instance of U1.1, the issue is less clear.
The defendant can at least argue thRayf is not strong enough to be substituted f#0.

This has been handled in different ways in different apgiticss: CATO indicated different degrees
of influence by distinguishinghin andfat links in the factor hierarchy. IBP?[], which developed from
CATO, introduced the idea of knock-out factors, which cob&lneither substituted for nor cancelled -
indeed were entirely decisive with regards to a particidaué. The most quantitative approach can be
found in [? ], in which a limited nhumber of dimensions, essentially esponding to IBP issues, were each
considered to have twenty slots, ten pro-plaintiff and tergefendant, and every factor was assigned one
of these slots. This enabled the difference in importanceedsas the ordering to be considered. The
positions were then mapped into weights in several wayshatdifferences in the relative importance of
the dimensions could also be considered. These issuesaearmpio reason with dimensions, which is the
topic of the next section.

4.4 Reasoning along Dimensions

Turning to dimensions, we want to introduce arguments asugtitutiorandcancellation As substitution
and cancellation were defined using axioms and always hdtttifrs sharing the same abstract factor, we
cannot attack statements that one factor substitutes celsaanother. While we might recast the original
axioms as defeasible rules, we prefer to leave the langusigélished originally untouched as far as
possible, instead proposing undercutters of the rules.Wanid U1.1.2.

First we introduce some additional language and sorts &e¢b dimensions. We have new sorts for
dimensions and numbers and we add a function symbsitionwhich takes two arguments: a dimension
name and a factor name, and returns the position of that dimeoccupied by the factor. How the position
is expressed needs some serious consideration, but helienplg adopt the approach oP[] and use a
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number between ten and minus ten. Ten is the extreme pfgiasition, minus ten is the extreme defendant
position and zero indicates that the point is in the centte@tlimension, and so could be used to indicated
the absence of any factor on the dimension.

e Position(dimension, factor) = position
For example:

e Position(OutsideDisclosure, F20) = —6

o Position(OutsideDisclosure, F'24) = —4

Using thePosition function symbol we now introduce the notion of one factomigestronger than
another. For cancellation, we are interested in compahiagto-plaintiff degree of a factor with the pro-
defendant degree of another factor. Therefore we will berésted in thabsolutevalue of the positions
along the dimension. Accordingly, the following formulasidded tdC,, .

23. Vfactorl, factor2, dimension, degree.
stronger(factorl, factor2, dimension, degree) =
(degree = |Position(dimension, factorl)| — | Position(dimension, factor2)|
Ndegree > 0)

Definitions of the arithmetic notation can be addef{tpas it was done above in section 3.3 for set-theoretic
notation.
Now we can undercut arguments made using U1.1.1 and U1.1.2.

U7(curr, prec, f1, fa, p, d, dimension, degree):

stronger(f1, fo, dimension, degree)
-UL1l.1.Y curr, prec, f1, f2,p,d)

U8(curr, prec, f1, fa, p,d, degree):

stronger(fi, fo, dimension, degree)
-U1l.1.2 curr, prec, f1, f2,p,d)

This, however, means that any amount of additional strerigitvever small, is sufficient to prevent
substitution and cancellation: that is, omlyortiori arguments will succeed. This rather conservative point
of view may be what we want, but we may equally wish to allowgbssibility of a small difference being
discounted. We therefore need a notion of a significant idiffee. We design the predicate to allow that
this may vary according to the dimension under considaratio

o significantDifference(dimension, threshold)

This allows for an undercutter to arguments made ubiig

U7.1Y curr, prec, f1, fa, p, d, dimension, threshold):

significantDifference(dimension, threshold)
degree < threshold

=U7(curr, prec, f1, f2,p, d, dimension, degree)

Suppose we are considering the number of disclosures. lidwmmipossible to regard each different
number of disclosures as a factor on this dimension. Now itferehce between 3 and 4 disclosures is
not significant, but the difference between 3 and 40 is. S@asp the threshold is 20. Then while 4
disclosures is stronger farthan 3 disclosures the difference is not significant, and sevauld not want
to differentiate between cases with these different numbédisclosures. We need, however, to be able
to differentiate between 3 and 23 (or more). But while 20Idsares is good for this dimension, 20 days
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would not be significant for the dimension decreased dewedop time. There the threshold might be 60

days. Thus the threshold is relative to the dimension, aadigree of difference needs to be compared
to the relevant threshold. This perhaps holds true even wemumbers are normalised: if factors are

assigned to 10 slots as ifA [, for some dimensions we might regard any gap as signifiearite for others

we would need two or three slots between factors to make ffexetice.

Where do the thresholds come from? In most cases they will ttekd simply assumed or be deter-
mined by some feel for legal practice or even rely on perspreference? |. For example, we can try to
rescueBryceas a precedent favlasonby setting the threshold above the degred'o, so undercutting
A5’. Disagreement here is quite natural. It would be possibleséoa case based argument to set bounds on
the threshold, provided one could find a pair of precederscaswhich, using the argumentation schemes
defined here, it was possible to show that a substitutiorofocancellation of, a stronger factor had been
made successfully. This is, in itself, quite a complex argnmand we will not attempt to reduce it to an
argumentation scheme here, but rather take the threshgideas

5 Discussion

By articulating the process of reasoning with precedenesas this way, we can see it as a sequence of
stages in a dialogue betwePBhaintiff and Defendant, which are as follows, where every option is akikela

1. P: Assert that the decision should be in favour of the pldistifce factors favouring the plaintiff are
preferred to factors favouring the defendant;

(a) D: Cite additional points in favour of the defendant
(b) P: Substitute for, dismiss, or cancel these additional streng
(c) D: Dispute strength of substituting or cancelling factors

2. P: Identify a precedent case that justifies a preference aipédo the current case;

(a) D: Cite additional points in favouring the plaintiff in the pexent
(b) P: Substitute for, dismiss, or cancel these additional streng
(c) D: Dispute strength of substituting or cancelling factors

(d) D: Identify a precedent case that justifies a preference fatefendant applicable to the current
case

i. P: Cite additional points in favouring the defendant in thecpaent:
ii. D: Substitute for, dismiss, or cancel these additional stteng
iii. P: Dispute strength of substituting or cancelling factors

3. D: Dispute which factors are present in the current case
(a) P: Defend original factors

Different systems will support more or fewer of these stag¢®ne extreme we have a neural network
style system such as that describedn jn which the system acts as a black box taking factors (dsjac
as an input and expressing a preference based on its ingatia of the set of precedents. Such a system
supports only step 1. CATO, from which our discussion begapports the identification of the preference
in 2, the distinguishing moves in 1a and 2a (although it dassdiscriminate between them), and the
counter example move of 2d. CATO also supports the downpiggf 1b and 2b, but does not distinguish
between substitution and cancellation. HYPO links facd dimensions, and so can explain 3, but not
support argument about it. Hypothetical arguments in HYR®ewntended to explore the issues raised
in 1c, 2c, and 2d(iii), but this aspect of HYPO was never fulBveloped inP ]. These considerations
are also used internally in the most advanced version of IE}isrAGATHA [? ], although the resulting
arguments are not transparent to the user.

Our representation in terms of ASPIC+ identifies the undieglknowledge base required by each
stage. Given such knowledge in the KB, the specification@étigumentation schemes in this paper would
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permit straightforward implementation, using a defeasibhsoner to instantiate the schemes from the KB,
identifying the attack relations, and then evaluating tteenin a Dungian argumentation framework. The
first of these steps, identifying the arguments, is achiéeedtages 1, 1a, 1b 2, 2a and 2b, using Prolog as
the defeasible reasoner in a program described |n [

Another benefit from representing these arguments in tefrdS®IC+ is that we can regard cases
described under factors as but one source of argumentseAoghlevel, stage 1, there may be arguments
for the defendant rebutting our case based argument fodairgiff and these arguments may be based on
cases, authority, purpose, or whatever other kind of argaimegr opponent wishes to advance. Similarly,
the premises of our arguments often require other, geramgamentation schemes, such as authority and
purpose, to justify them. By providing a framework in whidhlands of argument can be represented
equally, we can readily provide a framework in which reasgrof many different kinds can be deployed.
Note that this is done without recasting the various distiecase based aspects of CATO style arguments
uniformly as ordinary rules, as was the case in €2g. [

A final important insight is gained by recognising that theabindicates at which points choice is
possible, and at which points the judgement is constraihetius relate this to the steps above. At step
1 we may get arguments, constructed with a variety of schefoeand against deciding for the plaintiff,
which conflict through rebuttal and so can be decided thrquegfierences. The attack of 1a, however,
cannot be rejected on the grounds of preference, but carbentgfeated by 1b, which in turn can only be
defeated by an argument from 1c. Arguments in stage 1c,its@lfever, may be resolved on grounds of
preference. Similarly although the rebuttals arising atrizty be decided by preferences, 2a can only be
defended by 2b, and 2b by 2c, at which stage preferences magedukto resolve competing arguments.
When considering 2d, only at 2d(iii) do preferences play a.rdhus although we may think of case based
reasoning as involving a choice between the plaintiff amddbfendant arguments, in fact, choice operates
at a number of quite specific, fine-grained points in the debat

6 Concluding Remarks

In this paper, we have clarified a range of aspects of lega-based reasoning with factors using formal
defeasible arguments modelled within the ASPIC+ framew®He choice of ASPIC+ has made it possible
to prove consistency and closure results for our formadiadty exploiting the metatheory of ASPIC+. Our
formalisation has also illustrated the potential of the KSPframework for formalising reasoning with
argumentation schemes. The schemes reconstructing CAT@a@posed as definitive, but those in Section
4 are rather more tentative and will require further work atidate and refine them. Still, we feel that we
have made a contribution, given that this aspect of legalaiag has not yet been investigated with any
real success. In future work, we will look to further extehéstapproach, integrating additional aspects
and examples of legal case based reasoning, such &stle=of IBP. In particular, we will consider how
to argue comparatively about precedents to find the mosbont-pases using the claim lattice of HYPO
and CATO, which we would reconstruct as a tree of argumeragtéitk relations.
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